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Preface

For more than a year, the COVID-19 crisis has been affecting healthcare systems worldwide. Aside from its various dramatic effects on citizens and healthcare professionals, COVID-19 has also triggered and accelerated some important process changes. Digital health has played a role of the utmost importance in the last 12 months, supporting contact tracing, test strategies, statistical analyses, prognostic modeling, vaccination organization and documentation, etc. Teleconferences have become common as a way of communicating, not only on a business level, but also in our daily personal lives, even between grandparents and their grandchildren, and it seems likely that these changes will influence healthcare even in the longer-term.

These proceedings provide an insight into research on digital health as conducted during the COVID-19 crisis, including articles concerning the management of infectious diseases, telehealth services, standardization and interoperability in healthcare, nursing informatics, data analytics, predictive modeling, digital tools for rare disease research, and many others.

The dHealth conference series has been contributing to scientific exchange and networking since 2007, and the conference was organized in a virtual setting for a second time in 2021. Each year, this event attracts 300+ participants from academia, industry, government and healthcare organizations. With its motto, "Health Informatics meets Digital Health", the event provides a platform for researchers, practitioners, decision makers and vendors to discuss innovative health informatics and dHealth solutions with the aim of improving the quality and efficiency of healthcare. It is the USP of this event that it is where research and application meet as equals to provide new insights from both the scientific and practical points of view.

Dieter Hayn, Günter Schreier and Martin Baumgartner
Graz, Vienna, April 2021
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eHealth Interventions for Dementia – Using WordPress Plugins as a Flexible Dissemination for Dementia Service Providers

Michael REICHOLD\textsuperscript{a,1}, Marina SELAU\textsuperscript{a}, Elmar GRAESSEL\textsuperscript{c}, Peter L. KOLOMINSKY-RABAS\textsuperscript{b} and Hans-Ulrich PROKOSCH\textsuperscript{a}

\textsuperscript{a}Chair of Medical Informatics, Friedrich-Alexander-University Erlangen-Nürnberg (FAU), Germany
\textsuperscript{b}Interdisciplinary Center for Health Technology Assessment (HTA) and Public Health (IZPH), Friedrich-Alexander-University Erlangen-Nürnberg (FAU), Germany
\textsuperscript{c}Center for Health Services Research in Medicine, Department of Psychiatry and Psychotherapy, University Hospital Erlangen, Friedrich-Alexander-University Erlangen-Nürnberg (FAU), Germany

Abstract. The benefits of eHealth interventions for people with dementia and their informal caregivers have been demonstrated in several studies. In times of contact restrictions, digital solutions have become increasingly important, especially for people with dementia and their mostly elderly caregiving relatives, which are at increased risk of severe illness from COVID-19. As in many other health areas, there is a lack of digital interventions in the dementia landscape that are successfully implemented (i.e., put into practice), especially digital interventions that are scientifically evaluated. Evaluated and proven effective digital interventions exist, but these often do not find their way from research into practice and stay on low-level implementation readiness. Within the project digiDEM Bayern, a digital platform with digital services and interventions for people affected by dementia (people with dementia, caregivers, volunteers and interested citizens) is established. As one digital intervention for informal caregivers, the 'Angehörigenampel' (caregivers' traffic-light) was developed, which is able to assess the physical and psychological burden of caregivers. This can help to counteract the health effects of caregiving burden early on before it is too late. The development of the digital intervention as a WordPress-plugin was kept generic so that it can easily be adapted to other languages on further websites. The 'intervention as a plugin' approach demonstrates an easy and flexible way of deploying eHealth interventions to other service providers, especially from other countries. The implementation barriers for other service providers are low enough for them to be able to easily integrate the eHealth intervention on their website, enabling more caregivers to benefit from the disseminated eHealth intervention.

\textsuperscript{1} Corresponding Author, Michael Reichold, Chair of Medical Informatics Friedrich-Alexander-University Erlangen-Nürnberg, Germany; E-mail: michael.reichold@fau.de.
1. Introduction

COVID-19 has clearly demonstrated the importance of digitalization in all areas of society. Moreover, digital deficiencies have become even more visible in the past months. Particularly for people with dementia and their informal caregivers (usually family members or close relatives who provide unpaid care), access to eHealth interventions is becoming more important than ever [1], especially in view of the fact that the risk factors in developing dementia [2] such as older age, cardiovascular disease, diabetes, chronic respiratory disease, and hypertension are the same that also cause a severe or fatal COVID-19 disease [3].

With 50 million people affected worldwide, dementia is one of the major challenges the healthcare systems are facing. In Germany, 1.6 million people suffer from dementia, about 240,000 of which are in Bavaria (a federal state in Germany) [4]. In 2019, the research project 'Digital Dementia Registry Bavaria - digiDEM Bayern' was launched to improve the situation of people with dementia and their caregiving relatives in Bavaria. digiDEM Bayern is based on the results of the preceding project 'Bavarian Dementia Registry – BayDem' [5–7]. The main objectives of digiDEM Bayern [8] are: First, establishing a digital patient register for the acquisition of long-term data of people with dementia and their caregivers. Second, providing a digital platform with digital interventions and services for people with dementia and cognitive impairments as well as for caregivers, volunteers and interested citizens.

The effectiveness of digital interventions for people with dementia and their family caregivers has been demonstrated in several studies [9–11]. Unfortunately, these interventions are often only available while the research study is funded or have other restrictions such as a foreign language. As a result, these interventions are only accessible to a limited group of people with dementia or caregivers. In 2019, Christie et al. showed that only 2 of 12 interventions initially published in scientific journals are still available to informal caregivers and freely accessible on dementia websites [12]. Among other things, these limitations lead to the fact that the availability of digital interventions in practice is assessed as relatively poor [13].

As one digital intervention, a so-called 'Angehörigenampel' (caregivers' traffic light) was developed for the digiDEM Bayern platform. With the help of the 'Angehörigenampel', informal dementia caregivers can assess their caregiver burden on health, namely on the physical and psychological (emotional) health. Particularly in the early stages of dementia, care for people with dementia is mainly provided by family members serving as informal caregivers [14]. Informal caregiving is associated with poorer physical and mental health outcomes [15], for example, a greater risk of becoming depressed or an increased mortality rate. For these reasons, the informal caregivers are often referred to as the 'hidden secondary patients' [16], who need and deserve protection and guidance [17]. Here, eHealth interventions can improve the situation for informal caregivers, which in turn can also lead to potential benefits for care recipients, i.e., people with dementia [18].

The objective of the study is to demonstrate a feasible method for the dissemination of eHealth interventions using the newly developed intervention 'Angehörigenampel' as an example. By lowering the barriers to a successful implementation, affected people should be able to benefit regardless of research-project and language boundaries.
2. Methods

The scientific basis of the newly developed eHealth intervention 'Angehörigenampel' is a questionnaire containing 10 questions to which answers can be given with 4 predefined answer options. A total score is then calculated from the answers given, which can vary between 0 and 30 points. This self-assessment provides a meaningful assessment of the burden experienced by caregiving relatives in the home care situation and allows classification into a low, moderate and high burden. Specific recommendations for further steps are assigned to these levels of severity. The questionnaire – a short version of the Burden Scale for Family Caregivers (BSFC) [19] - is available in more than 20 languages and has been used across the world for many years. The short version's reliability and validity were evaluated in a scientific study, which measured the burden experienced by 351 informal caregivers in home care [20]. The classification system according to traffic light colors is the second principle that is scientifically verified. Pendergrass et al. reviewed the classification of how the degree of burden relates to the risk of physical psychosomatic complaints [21]. Based on the preliminary scientific work, a specification for the eHealth intervention with functional and non-functional requirements was created by a multi-professional team of digiDEM Bayern.

An easy way to bring digital offerings to those affected is by using a website. From a technical point of view, the basis of the digital platform in digiDEM Bayern is the Content Management System (CMS) WordPress (version 5.6). WordPress supports building a multimedia enriched platform by expanding its basic functions with additional plugins. Plugins are a powerful way to add additional features and services to WordPress using PHP-based scripts. In principle, there are almost no limits to what plugins can do in WordPress [22]. Therefore, the digital intervention 'Angehörigenampel' was developed as a WordPress plugin to be easily integrated into our digiDEM Bayern platform. For this purpose, the scripting language PHP was used in compliance with the WordPress PHP Coding Standards [23]. To allow an easy adaptation to local requirements of other dementia service providers, we kept the plugin as generic as possible. Previous to the publication of the intervention on the website, the technical implementation and functionality of the developed plugin were tested by 5 project members.

3. Results

Based on the above-mentioned scientific evidence of Gräßel and Pendergrass, a WordPress plugin was developed in PHP, which allows informal caregivers an assessment of their caregiver burden by answering 10 questions of the short version of the BSFC questionnaire. Depending on the result, the caregivers receive further recommendations to strengthen their physical and mental health.

The developed plugin is available as a zip file and can be easily installed on any WordPress website using the WordPress built-in plugin manager. To ensure an easy and flexible integration of the plugin on any WordPress website page at any place, a shortcode support has been added for the plugin. Shortcodes are commands enclosed by square brackets, which are converted by WordPress into elements of a website. This allows calling a PHP function by adding '[digiDEM_Angehoerigenampel]' in the WordPress page editor. As illustrated in Figure 1, additional regular WordPress content
such as additional details about the intervention or the scientific evidence can be added before and after the embedded plugin-area [24].

The following four functions were implemented in the plugin ‘Angehörigenampel’: First, having completed the assessment in the selected language, the caregiver receives a rating of their burden and a corresponding visual indication symbolized by a traffic light (low burden = green light, moderate burden = yellow light, high burden = red light) as well as short advice. To monitor and evaluate the usage of the intervention, the results of the assessment are anonymously stored in a separate table.

Second, the caregiver can download a document corresponding to the identified burden for getting a more detailed assessment and recommended measures for reducing the burden. The recommendations were developed in a panel of experts together with family care advisors. They were then checked for comprehensibility by a group of informal caregivers. Caregivers can take this document with them to their physician or other consulting facilities to take further steps, if necessary. Technically, the document is a structured PDF, generated from a structured HTML and CSS layout file, where individual text areas are combined depending on the individual assessment result. The text modules for the PDF can also be changed directly in WordPress via the plugin’s settings.

Third, an optional reminder function has been included after the assessment, which automatically reminds the caregiver to repeat the assessment by email after 6 months. It is recommended to perform the assessment regularly to see how the caregiver burden is developing over time. The period of 6 months was chosen because the progression of dementia caregivers’ burden is relatively sluggish [25]. If the caregiver uses the reminder function and enters their email, it will be encrypted (encryption standard: AES-256-CBC) together with the date of the assessment in a separate table of the MySQL WordPress database. By using a cron-job, it is checked daily in this table if 6 months have passed since the assessment. If so, the table entry will be decrypted, and a reminder

![Figure 1. Integration of the plugin 'Angehörigenampel' on the digiDEM Bayern website [24]](image-url)
email is sent to the caregiver using the wp_mail function provided by WordPress and the table entry is deleted.

Fourth, a feedback section has been included after the assessment to determine how the caregivers accept the eHealth intervention. Here, the caregiver can answer five questions anonymously and on a voluntary basis. Among other things, they can indicate whether the self-assessment accurately reflects their perceived burden of caregiving and whether they would recommend the assessment to other caregivers by means of the Net Promoter Score [26]. The feedback data is stored in an internal MySQL table, and a CSV file can be downloaded for evaluation purposes in the plugin settings. The feedback option of the plugin can be enabled or disabled in the WordPress plugin settings as needed.

To pay attention to the solution's flexibility during the development, the intervention was published initially in four languages (German, English, Turkish, Russian). Due to the multi-language approach, it was possible to immediately test and ensure that an adjustment of the wording or language is possible without programming knowledge for each function. As illustrated in Figure 2, an adaptation to other languages is easily possible via the plugin settings. For this purpose, only the corresponding text modules have to be translated and replaced. If one wants to provide the WordPress plugin to another dementia service provider, the provider only has to upload the plugin to their WordPress installation, activate it and embed it on their website. In the settings of the plugin, they can select whether they want to activate the feedback function. They can also specify which page the reminder email should link to and where the privacy page is, which is referred to in the reminder function.

By deciding to develop the eHealth intervention as a plugin, the following dissemination advantages could be achieved. The website can easily be extended with additional content and functions without having to modify the core of the WordPress system. It also makes it much easier to share the plugin and updates, because one does not have to replace individual pieces of code, which can be very error-prone.
4. Discussion

The objective of this paper was to demonstrate a practical-based example of how an eHealth intervention, which was developed in the context of a dementia research project, can be made available to a broader target group in a simple way.

Talking about digitalization and age, stereotypes always arise about whether the digital way is still the right way to go and whether there are still digital barriers. In contrast to the young generation, older adults are said not to be ready to use the Internet not only technically but also mentally. The latest research on internet use in relation to age shows that older adults are becoming increasingly digital [27]. Corresponding initiatives to overwhelm barriers and further increase eHealth literacy and digital participation are being launched by the policy [28,29]. Particularly for informal caregivers who cannot leave home due to caregiving responsibilities, internet-based interventions provide a cost-effective and flexible way to access interventions from home. Digitalization certainly cannot replace personal contact in every service situation. However, in many cases, digitalization can overcome the limitations of non-digital services such as time, distance and human resources.

Despite evidence of the effectiveness and efficacy of eHealth interventions in numerous studies, there is still a mismatch between the availability of eHealth interventions in research on the one hand and implementation in practice in dementia settings [9]. Gitlin et al. have revealed that for less than 3% of proven interventions for informal caregivers of people with dementia, the translation from research studies into practice is successful [30]. Although studies demonstrate the effectiveness and benefits of digital interventions, the interventions often remain at a low implementation readiness level [31]. Even though there are already considerations on how to achieve sustainable implementations, these are elaborated only on theoretical examples [32]. The need for digital interventions in practice was reaffirmed in a survey from 2019 among service providers in the dementia care landscape, which found a gap between digital and non-digital dementia services and interventions [13].

Therefore, from the beginning of the development, the focus was on factors enabling a sustainable implementation of the intervention and an adaptation to regional conditions as flexible as possible. To minimize the barriers to implementation, it was ensured that the solution did not demand any major technical requirements in terms of software and hardware and that country-specific adaptations, such as the language, were possible without any programming knowledge. The example of a WordPress plugin was used to show the possibility of developing a generic plugin with a high level of implementation readiness. Country-specific adaptations such as the texts’ language can be easily realized via the settings menu of WordPress.

WordPress has by far the largest market share among the top 10 content management systems worldwide, with around 63.9%. The CMS in second place only had a market share of 5.1% [33]. The use of WordPress plugins makes it possible to reuse content and solutions easily. The widespread use of WordPress is reflected, for example, in the number of page views of WordPress articles, which in November 2020 was about 25,96 billion [33]. Due to its high penetration, ease of use, low implementation costs, low system requirements, a WordPress-based repository of scientifically validated interventions-plugins in the dementia environment could contribute to the digitalization of other healthcare organizations with similar eHealth needs for their customers.
As a limitation of the solution as WordPress plugin data privacy should be considered and corresponding protective measures such as anonymization must be taken into account during development. WordPress is the most frequently used CMS in the world, which makes it a valuable target for security vulnerabilities and attacks. Although there are security components and best practices provided by WordPress [34], we store sensitive information only in encrypted or anonymized form in our WordPress environment. A further limitation can be seen in the fact that no data can yet be provided to prove dissemination. However, there are already initiated discussions with Alzheimer's associations in two countries to implement the plugin outside of digiDEM Bayern. Furthermore, there is a request from a palliative care service provider. Due to its easy adaptability, the 'Angehörigenampel' will be made available in an adapted form for informal caregivers of palliative care patients in the next step.

5. Conclusion

Digital interventions are a valuable resource to support people with dementia and their informal caregivers. A CMS such as WordPress with its plugins offers a suitable solution in which a sustainable eHealth intervention can be developed rapidly and both disseminated and implemented quickly. The fact that from the beginning of the development the focus was placed on disseminating the eHealth intervention to other providers - together with the fact that it is a customizable WordPress plugin - a very easily adjustable solution was created. This simplifies the installation of eHealth interventions for all interested parties without being restricted by any borders, whether research-project or geographical borders, because dementia does not respect such borders.
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Operations Management in Ambulatory Care in Switzerland
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Abstract. Practice efficiency is influenced by its operations management. We aim at studying implementation of operations management in Swiss medical practices and we develop a dashboard that allows controlling and managing resources. To study operations management and relevant indicators in ambulant care, we distributed questionnaires by e-mail and conducted 6 interviews. In collaboration with a group practice, we collected requirements regarding a dashboard for operations management, developed a mockup and finally a prototype. This prototype was deployed and implemented in daily routine. From the assessments we learned that practice information systems (PIS) are not sufficiently supporting production planning and control. Relevant indicators include processing time per patient or waiting time for quantifying efficiency and identify potential improvements in production. Within 5 weeks of implementation of our dashboard in a group practice, we learned that calculating indicators and support of operations management by means of a dashboard is well appreciated by practice employees. Indicators are considered extremely useful for operations management.

Keywords. Efficiency, general practice, organization and administration, outpatients

1. Introduction

Since 2000, health care costs in Switzerland are rising continuously in average by 3.5% per year. Their share of the gross domestic product (GDP) also increased by 2%. In 2018, a new peak was reached with CHF 80’242 million health care costs per year (11.2 % of the GDP) [1]. Furthermore in ambulant care, inefficiency is prevalent in nonclinical processes involved in patient care, from scheduling to test result reporting to prescription refills. In this context, inefficiency can be defined as using more inputs (or resources) than is necessary to deliver patient care or a health care service [2] and it is connected to unnecessary variation in operational and clinical processes [3].

Registered doctors in ambulant care have a dual role: as physicians they are concerned about the health of their patients. As entrepreneurs, the economic health of their practice in terms of revenue growth is essential. Improving the efficiency of a medical practice not only has economic advantages. For example, optimising processes leads to more satisfied employees, reduction of stress and burnout [4]. Satisfied employees are friendlier, more pro-active and make less mistakes. This in turn has an impact on patients, who in turn are more satisfied with the medical attendance [5].
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In principal, practice efficiency is influenced by operations management. Operations management is an area of management concerned with designing and controlling the process of production. Production as an operational function has the task of planning and controlling the healthcare service provision process [6]. In a medical practice, production consists of the provision of healthcare services. While production planning is responsible for scheduling patient appointments and the associated planning of resources (staff, equipment, rooms and materials), production control focuses on the smooth execution of processes. This includes room allocation, equipment use and the allocation of orders to an medical practice assistant (MPA). Production management is carried out dynamically by the MPA. In principal, medical practices are supported in operations management by their practice software, the practice information system (PIS). Such systems for storing and managing patient data are in use in 77% of Swiss medical practices [7].

Process improvements related to inefficiency for reducing health care costs have been considered mainly for inpatient processes [8,9]. Limited work considered operations management and the resources dedicated to primary care [4]. James et al. identified several sources for inefficiencies in medical practices [4]. They include activities related to making appointments and scheduling during pre-visit of a patient, practice layout, communication staffing during the visit and medication refills, managing examination results during post-visit.

In this work, the operations management in Swiss medical practices is investigated, specifically focussing on the activities and processes during the visit of patients. We want to find out to what extent the operations management is supported by available PIS. To assist operations management, a dashboard is developed, deployed and implemented in a medical practice. A quantitative study is conducted to determine whether an increase in efficiency can be achieved using the application.

2. Methods

2.1. Analysis of current situation of operations management in Swiss medical practices

To collect information on processes and problems in operations management in Swiss medical practices, we sent e-mails to chains of medical practices and ambulatory clinics. In these e-mails, we asked for problems in operations management that occur in daily routine. Further, we asked for a telephone interview. The interviews were based on a questionnaire that was extended when new questions popped up in an interview. Questions concerned problems in the internal coordination of personnel and structural resources, problems in the process control and important indicators for process control. To identify relevant medical practices, we searched for chains of clinical practices in Switzerland using Google (search terms: “Gruppenpraxis Schweiz”, “Gruppenpraxen Ketten schweiz”, “Grösste Arztpraxisketten Schweiz”). A list with the largest chains could be identified [10]. From this list, we contacted 12 practices located in Switzerland. Besides these chains, we contacted 9 ambulatory care clinics and polyclinics. In total, 21 practices were contacted; 13 (62%) did not replied. Three practices described their processes by e-mail and with six practices, we conducted interviews with either MPA, director or physicians. Additionally, 20 German-speaking provider of PIS were contacted by e-mail and were asked how their PIS supports the process control. The provider were identified using the FMH Swiss Medical Association Softwarekatalog [11]. 8 of 20 provider replied by e-mail.
2.2. Development and implementation of a dashboard for process control and planning

The development of the dashboard for process control and management was realized in an iterative process following principles of human-centred design (DIN EN ISO 9241-210). This means future users were involved in the whole process and contributed actively with information and feedback. In a first phase, requirements were collected in interviews with employees of a concrete group practice; existing process management and control procedures and their limitations were analyzed. Mockups were created and a scenario-based usability test was conducted with the mockup and MPAs from the group practice. We adapted the design and functionalities of the dashboard according to the feedback and implemented a prototype.

We conducted a deployment phase of 2 weeks followed by an implementation phase of 5 weeks. The dashboard was deployed in a group practice (8 physicians and 10 other healthcare staff) between 02.11.2020 and 15.11.2020. One MPA in this practice is responsible for production control. She allocates patients to rooms in time and ensures that relevant documents for the patient-doctor encounter are available. She ensures a smooth routine of processes which requires concentration. If successful, at the end of the day all patients have been treated within the consultation hours. If not successful, the leading MPA has to support the team in treating patients. During that time, she cannot complete her actual tasks which leads to overtime hours. In the deployment phase, staff was trained using a user manual. All MPAs were able to use the tool after these two weeks. During five following weeks (implementation phase), the application was used in routine and we collected data on the efficiency of processes. As indicator to assess efficiency, we compared the number of overtime hours of the leading MPA before and after implementation of the tool. For this purpose, we accessed the overtime hours during the period 01.01.2020 and 18.12.2020. We removed days, where the MPA worked less than 7 hours or took time off in lieu.

3. Results

3.1. Production control and management in Swiss medical practices

As means to support operations management, we identified: agenda, careful scheduling, and consultation templates. In the following, more details on these means are provided together with challenges.

Four (n=8) medical practices consider careful scheduling and an agenda as the most important factor for successful operations management. The agenda should contain the patient appointments with doctors and the reservation of required resources. Making appointments with patients is carried out by telephone. In case the scheduling for a specific appointment is inappropriate, time for consultations might be too short or too long. Thus, the required resources might be unavailable when needed resulting in waiting times for patients or additional appointments. In five group practices, the telephone service is realized by the MPA and supported with templates of appointments. These templates are derived from process control data: For the most frequent appointments, past consultations are used to record the appointment duration, required resources, or material (e.g. duration for a normal examination 15’). All interview partners confirmed that preparing consultation templates is more trivial for a practice with specialists than a practice in family medicine. Specialists mainly treat patients with a concrete admission diagnosis.
which allows for more precise planning of equipment and staff. A family doctor is confronted with more heterogeneous and diffuse complaints and the list of diagnoses can often only be narrowed down during the consultation. For more precise scheduling, one of the outpatient clinics employs nursing staff on the telephone service. The nursing staff, who have more advanced training than the MPA, can perform already some kind of triage and can allocate resources to the consultations more precisely.

Production control is responsible for carrying out the planning. In six practices, this task is distributed among all MPA, and in one group practice it is taken over by a single MPA. One problem with a group practice is the overcrowded waiting room. In stressful situations, the overview is lost, patients are forgotten and the routine is disrupted. Five medical practices consider standardisation of processes as the best means to increase efficiency. According to them, defined roles, task and priority lists for the MPAs would enable a smooth process.

| Table 1. Indicators on operations management and use for process control and management. |
|---------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Indicator                        | Description                                                                                                                                                                                                                                                                                                                                                           |
| Average processing time per patient | Average duration of a stay of a patient in the practice from entering the practice until leaving the practice                                                                                                                                                                                                                                                                    |
| Average processing time of a patient per reason of visit | Average processing time per reason of visit (enables more precise process planning and scheduling)                                                                                                                                                                                                                                                                             |
| Average processing time of a specific patient | Average processing time of a specific patient independent of reason per visit.                                                                                                                                                                                                                                                                                                     |
| Processing time of a patient per specific employee | Average processing time per employee aims to identify bottlenecks and processing delays                                                                                                                                                                                                                                                                                     |
| Waiting time                      | Average time spent in the practice starting with the scheduled appointment time in the waiting room. Aims at identifying potentials for optimization.                                                                                                                                                                                                                          |
| Delay of patient                  | Average delay of a patient shows potentials for optimization.                                                                                                                                                                                                                                                                                                            |
| No show without giving notice      | Number and reasons for no shows to identify cluster                                                                                                                                                                                                                                                                                                                |
| Percentage of time used for administrative tasks per patient | Identify optimization potentials (e.g. by hiring an employee that can help with administrative tasks to relieve the healthcare staff)                                                                                                                                                                                                                                           |
| Accounted time versus actual time used by physician for one patient | Used to identify wrong or not accounted consultations and to adopt documentation of services in time                                                                                                                                                                                                                                                                         |

One outpatient clinic distributes patients to decentralised waiting areas, as opposed to the classic waiting room. Depending on the required action, a patient takes a seat in a different area. There are different waiting areas, e.g. a waiting area for consultations with the doctors, one for consultations with the nursing staff and in front of each consulting room there is place for one person to wait for access to the corresponding consulting room.

Empty times (unproductive time of the doctors) occur when patients are late or in case of unannounced absences (no show). For two practices, this has become the biggest problem in the area of operations management. Sending reminders in the form of e-mails and text messages reduces but does not completely prevent of no shows.

One group practice is planning to implement an alternative approach to operations management from January 2021 based on lean principles [12]: the patient no longer moves through the different rooms within a practice, but is placed in an empty room and the healthcare professionals and required resources comes to him.
A practice's processes depend on the functionalities of its practice software. All PIS surveyed offer an agenda module for production planning. The appointments can be stored with a status (e.g., 'in the waiting room' or 'cancelled'), which can be freely configured in some cases depending on the software. This allows to allocate rooms and locate the patient. Five PIS additionally support the process control with an open issue tracker system. This system can be used to digitally transmit orders from the doctor to the MPA. In one of the PIS, priorities can be assigned to the orders by the physician. This replaces manual prioritisation by an MPA.

The interviews with the medical practices revealed that they would be interested in the indicators listed in table 1. However, none of the PIS calculates indicators useful for operations management from production data.

![Figure 1. Dashboard for process control and management. For each physician, one column is assigned. Each column comprises three sections: agenda, waiting room, consulting room. Green colour indicates an empty consulting room; red colour an occupied consulting room.](image)

### 3.2. Dashboard for process control and management

Our application is web-based and supports production control in a group practice. In particular, the functionalities are as follows (Fig. 1): The dashboard provides an overview on the production status of resources (availability of rooms, medical devices), patients (scheduled, awaiting treatment, under treatment), physicians and MPA. Patient names show up as scheduled and are assigned to the physician as scheduled. Location of the patient can be changed by drag and drop, i.e. the patient name can be moved to a waiting room once the patient shows up in the practice, moved forward to the consulting room or can even be checked out when the patient leaves the practice. Beyond, the location of physicians can be changed. The process control, i.e. changing the location of patient or physician names has to be realized by an MPA. A user can trigger manually a synchronisation. Production and process data can be extracted to calculate indicators.
Vue.js was used to create the Javascript single-page application. The library VueDraggable was exploited to realize user control by touch and mouse controller. The system is running under Windows. It is supposed to be used on a tablet. An ICS interface has been implemented to connect the dashboard to the PIS. An ICS interface allows to import calendar data into corresponding programs such as Microsoft Outlook. The concrete interface has been implemented for the PIS provided by the software company Vitodata. Appointment data is send from the PIS to the ICS-Server of Vitodata. Data from this server can be accessed via Internet. Appointment data can be downloaded from the server as text file. The dashboard can be adapted easily to the infrastructure (rooms, medical devices, personnel) of a practice. When the dashboard application is started, the ICS data is collected from the server and shown in the dashboard. After that initialization, updates of appointments are made every 15 minutes.

3.3. Evaluation of Efficiency

Overtime hours of leading MPA are shown in Figure 2. 145 data points before deployment of the tool and 18 data points in the deployment phase have been considered. In an implementation phase of five weeks, we could not yet proof that efficiency can be significantly increased by using the dashboard. Reasons for this might be due to the chosen indicator (overtime hours of the leading MPA). This indicator can be impacted also by other factors such as unusual increase of patients due to the current pandemic situation. Another indicator to be considered would be processing time per patient. We did not used this indicator in our study since we were missing the baseline data which would have been too complicated to collect in a reasonable amount of time and during the current COVID-19 pandemic situation might lead to non-representative data. Other research demonstrated that patient flow analysis is well suited for assessing efficiency of patient visits in primary care [13]. We can recognize some peaks in the overtime hours; unfortunately, no information on reasons of overtime hours are recorded in the time recording system.

4. Discussion

In this paper, we introduced a dashboard that supports production control in a medical practice. The application offers several benefits: at any time information on the production status of patients, physicians, MPA and resources is accessible and they can be easily localised. Indicators for operations management and control such as processing time per patient, time spent in the waiting room, or average delay of a patient can be calculated based on the production data that are stored by the application.

The dashboard can be easily adapted to other configurations of medical practices. Names of physicians or MPA and their working days can be added as well as additional waiting rooms and consulting rooms. In its current implementation, a user has to actively change the status of physicians and patients. The workflow could be facilitated when for example the localisation of the physician (in which consulting room he/she is at the moment) changes automatically. This would require some passive tracking sensors in the various locations.
Our application was developed as locally running tablet application. A server-based application might have been another, if not even better option since this would allow several users to interact with the dashboard. Our decision regarding system architecture has been made based on the interviews in the group practice where we found out that the application will only be used by one MPA. Throughout the implementation phase, it turned out that more users need access to the tool.

Our approach directly transfers knowledge from other assessments of factors that impact physicians’ well-being and for increasing practice efficiency. These studies found out that interventions such as pre-visit planning, or optimization of patient flow through clinics, may reduce burnout and improve engagement [14]. Our work focused on improving patient flow during a visit in a medical practice by means of a dashboard. Use of dashboards in medical settings has already been suggested for displaying information for emergency medical services [15] or for supporting decision making. Pestana et al. [16] developed dashboards to improve health care management in hospitals. To the best of our knowledge, no approach similar to our dashboard has been reported so far for ambulatory care.

5. Conclusion

In this work, we assessed the current state and needs of operations management in Swiss medical practices. We recognized that there is a need for support in operations management that existing PIS do not sufficiently provide, mainly provision of indicators for process control. Extensions of PIS by a dashboard as we suggested in this work would be desirable. At least calculating and controlling indicators such as waiting time, processing time of patients etc. should be enabled for improving operations management. These indicators are essential for operations management.
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Abstract. Background: Physicians spend a lot of time in routine tasks, i.e. repetitive and time consuming tasks that are essential for the diagnostic and treatment process. One of these tasks is to collect information on the patient’s medical history. Objectives: We aim at developing a prototype for an intelligent interviewer that collects the medical history of a patient before the patient-doctor encounter. From this and our previous experiences in developing similar systems, we derive recommendations for developing intelligent interviewers for concrete medical domains and tasks. Methods: The intelligent interviewer was implemented as chatbot using IBM Watson assistant in close cooperation with a family doctor. Results: AnCha is a rule-based chatbot realized as decision tree with 75 nodes. It asks a maximum of 44 questions on the medical history, current complaints and collects additional information on the patient, social details, and prevention. Conclusion: When developing an intelligent digital interviewer it is essential to define its concrete purpose, specify information to be collected, design the user interface, consider data security and conduct a practice-oriented evaluation.

Keywords. Medical history, dialog-based system, chatbot, conversational user interface, intelligent system

1. Introduction

Collecting information from a patient is an essential part in the diagnostic process. It normally comprises the present condition, personal history, family history, and a social anamnesis. The accuracy and completeness of this information significantly affects the quality of the diagnosis [1]. Normally, all relevant information is collected during the patient-doctor encounter. However, patients not always reveal all concerns and problems in these encounters due to language barriers [2], fear of stigmatism, nervousness, or other reasons [3,4]. Beyond, time in the encounter is limited. In order to improve the situation of incomplete and error-prone information on the medical history paper-based or electronic questionnaires were used [4] enabling “offline” reporting of complaints and medical history. Furajat et al. implemented a digital communication assistance tool that
lists complaints users can select and were questions with predefined answers are provided [2]. Another approach are chatbots, in this context often used in so-called conversational user interfaces that simulate a dialog and collect information from the user in this dialog. The first chatbot was developed in the 1960s. The computer program, named ELIZA, was designed to mimic a conversation with a psychotherapist [5]. Chatbots have also proven to be successful in today's COVID-19 pandemic to inform about symptoms, to encourage behavior change, or as monitoring tools [6].

There are chatbot systems available that make a presumptive diagnosis based on the information entered by the user. Ada (https://ada.com/) and the Healee (https://www.healee.com) are apps that collect symptoms from patients, derive a set of possible diseases from them, and show them to the user. A physician can be contacted if needed. However, we are pursuing another approach: We aim at supporting physician and patient in the diagnostic process by means of an intelligent interviewer. In previous work, we have already developed a concept for self-anamnesis and implemented a prototype for collecting the music biography of a person [7-9]. With the experiences gained from this work, we developed an intelligent interviewer for another medical specialty, which is family medicine. In this paper, we aim to contribute the following: 1) We present the developed prototype called AnCha, including its concept, technical specialties, as well as benefits and limitations. 2) Additionally, we aggregate our experiences from the development of AnCha and our previous developments in order to extract recommendations for designing and developing intelligent interviewer for the medical domain. Thus, we aim to facilitate the development of similar systems in the future.

2. Methods

We developed our concept and prototype in three steps: requirement analysis, concept development with mockup generation, and implementation of the prototype. We identified requirements regarding the chatbot AnCha based on two interviews with a general practitioner (GP). In this way, we determined required functionalities and we specified the dialog flow, i.e. which questions the chatbot has to ask a patient to collect information on the medical history and complaints. In addition, we assessed relevant literature to collect requirements and review functionalities of existing apps. Based on the requirements, a mockup was created using Axure RP 9. By means of the mockup and in further meetings with the GP as well as his feedback, the conversation flow of the chatbot was improved. The goal was to find the most effective way to gather all the important information of a patient from the GP’S perspective. The chatbot was implemented using the IBM Watson Assistant. Among other things, IBM Watson Assistant enables creating, training and implementing chatbots. Using integrated machine learning models, user questions posted in a chat can be understood and answered accurately.

In order to come up with recommendations for developing intelligent interviewers for the medical domain, we additionally considered our previous work on the chatbot Ana, who collects the music biography of a person [7-9]. Together with experiences gained in this work, we derive our recommendations for future developments of intelligent interviewers for the medical domain.
3. Results

3.1. Requirements and use case

The main objective of AnCha is to ask a patient questions on his or her medical history and to provide a physician access to the responses in a digital manner as preparation for the patient-doctor encounter. The chatbot is supposed to be rule-based, i.e. a set of specified questions has to be asked in a given order. This specification has the advantage that the patient is guided through the conversation without digressing and the doctor receives the information which is important to him. Several response types are required: predefined answers for selecting one or more options and free text. To avoid misunderstandings, the majority of questions will not require a free text answer. The collected information is not supposed to be a complete medical history. The aim instead is to have an initial set of information in order not to overlook relevant aspects and to focus the communication on the encounter. The information collected by the chatbot will help the physician to create a mind map of the patient's current problems. The patient should be given the opportunity to express all current worries and complaints. In addition, the chatbot should be accessible by patients through the website of the doctor’s practice and data security has to be ensured.

The chatbot is supposed to be integrated into the workflow as follows: When a patient comes to a doctor's office with a complaint, he usually spends time in the waiting room before the actual medical appointment. During this waiting time, the patient accesses AnCha. In communication with the chatbot, the patient provides information on current complaints and if needed the medical history using a tablet provided or the patient’s own smartphone. As soon as the patient has transmitted the data, it is available to the physician. Shortly before the actual appointment with the patient, the physician accesses the received information. This allows him to prepare for the consultation and to ask specific questions to the patient in the encounter. Another option is to ask the patient for interacting with the chatbot when she makes the appointment.

3.2. Conversation with AnCha

AnCha is running on a website, i.e. it is accessible by patients without installation. The main functionality of AnCha is the collection of current symptoms and complaints as well as aspects of the medical history. The current prototype of AnCha contains a total of 44 questions covering seven topics (see Table 1). At the beginning of the chatbot conversation, the patient is welcomed and receives initial instructions about the chatbot. Formalities for the interaction with the chatbot are clarified, i.e. the patient is asked for her name, date of birth and whether this is the first visit to this practice. In case it is the first visit, additional personal and social information is requested, general questions on medication, alcohol consumption etc. are asked as well as questions on the current status of prevention (topics 2 to 5 in Table 1). The questions about prevention are adjusted according to the entered gender and age. For female patients, questions about gynaecological check-ups are asked, which are omitted for male patients. Patients over 50 years of age are asked if they already possess a health care directive or if they regularly attend a colonoscopy. This means, the number of questions asked to a concrete patient depends on the basic demographic data. Minimum and maximum number of queries per topic are shown in Table 1.
In order to establish an emotional bond of trust to the patient, the chatbot has a name (AnCha, acronym of Anamnesis Chatbot) and is visualized by an avatar. Questions are formulated in a way that they could originate rather from a friend than from a doctor. Specific medical terminology that the patient might not understand is avoided. AnCha tries to motivate the patient to complete the entire dialog. For example, when the user claims, she is not yet willing to continue, AnCha asks a question out of topic or fun facts are posted as distraction. The chatbot not only asks specific questions, but encourages to provide more details. The aim of this is, that the patient feels well accepted and perceived with her concerns and complaints. Once all questions have been asked, the collected information is aggregated, grouped along topics (questions and corresponding answers of the patient) and transformed into a more readable format for the physician. The aggregated data is sent via secure E-Mail to the physician. The conversation with AnCha takes a maximum of ten minutes.

| Table 1. Subjects covered by the chatbot as well as minimum and maximum number of questions |
|---------------------------------|---------------------------------|-----------------|-----------------|
| Subject                        | Questions                                      | Minimal number of questions | Maximum number of questions |
| (1) Welcome                    | - Name                                          | 3                             | 3                             |
|                                | - Date of birth                                 |                               |                               |
|                                | - First visit                                   |                               |                               |
| (2) Personal information       | - Gender                                        | 0                             | 4                             |
|                                | - Age                                           |                               |                               |
|                                | - Size and weight                                |                               |                               |
| (3) Social information         | - Occupation                                    | 0                             | 4                             |
|                                | - Marital status and children                    |                               |                               |
|                                | - Leisure activities                             |                               |                               |
| (4) General questions          | - Alcohol and tobacco consumption                | 0                             | 11                            |
|                                | - Recent hospitalization                         |                               |                               |
|                                | - Medication                                    |                               |                               |
|                                | - Pre-existing conditions                        |                               |                               |
| (5) Prevention                 | - Vaccinations                                  | 0                             | 10                            |
|                                | - Medical check-up                               |                               |                               |
|                                | - Health care directive                          |                               |                               |
|                                | - Other doctors                                  |                               |                               |
| (6) Specific questions about   | - Reason for visiting the doctor                | 7                             | 10                            |
| the medical consultation       | - Questions about the symptoms                  |                               |                               |
| (7) Other concerns             |                                                | 0                             | 2                             |
|                                | Total                                           | 10                            | 44                            |

3.3. Prototype implementation

Figure 1 shows the system architecture of AnCha. The chatbot is implemented with IBM Watson Assistant, a service of IBM Cloud. The content is arranged in a decision tree which consists of 75 nodes. Currently, the patient accesses AnCha via a separate website and not through the GP practice’s website. In detail, the chatbot is integrated into a HTML file using a script. At the end of the questionnaire, the data is transmitted using Node.js. A new action is created in IBM Cloud which uses the module Nodemailer and allows to send e-mails via Node.js. To be able to send e-mails, the mail server, the sender e-mail address, and password have to be stored.
In this paper, we introduced the intelligent interviewer AnCha that collects information on the medical history from a patient. In contrast to apps like Ada or Heala, our application AnCha is not supposed to autonomously make any decisions in terms of deriving diagnoses or making a triage. Its aim is to support collection of data on the medical history of a patient and current complaints. The application offers several benefits: The patient can take time to think about the questions and to answer while staying in the waiting room. This approach has the potential to reduce feelings of nervousness which otherwise might lead to wrong or missing information. Further, the patient gets the opportunity to explain everything of relevance to him related to the current complaint. In the patient-doctor encounter, the physician normally has limited time and not everything can be discussed. The information collected by AnCha helps to clarify the patient’s complaints in advance, so that the doctor already has an initial overview. This way, he can address these concerns. With the help of AnCha, the patient no longer forgets important information and the doctor is prepared in advance. AnCha thus fulfills the goal of helping the doctor, not replacing him. AnCha is supposed to be an offer to patients. It still has to be assessed, 1) how many patients possess the necessary technical competency for interacting with AnCha, 2) how many patients are willing to use the chatbot in advance, 3) whether 10 minutes of interaction are sufficient to generate a bond of trust to an intelligent assistant and to encourage a patient delivering the requested information. These research questions will be addressed in a future study.

The chatbot could also help in dealing with language barriers: The questions can be provided in multiple languages with appropriate translation. In addition, it is possible to provide explanations or to include images to facilitate communication with non-native speaking patients.

Since AnCha is a rule-based chatbot, the flow of questions is clearly defined. This ensures that all relevant data is collected. However, the communication flow is fixed and might be perceived as unusual by patients. Such perception can be reinforced by the fact that the actual content of the user input is neither analyzed nor interpreted by AnCha. This issue has the following reasons: First, analyzing free text using artificial intelligence
such as IBM Watson Assistant can be error-prone. Second, for our specific use case it is not relevant that the chatbot interprets the information. The primary purpose is to collect information that is then interpreted by the physician.

Since this work was realized during the COVID-19 pandemic, we could not test the application within a family medicine practice. We tested AnCha only with 4 people in the circle of acquaintances of the authors (age: 15, 19, 57 und 60). They had to go through the interview process with AnCha. Their feedback was positive; only the process of sending the e-mail was too complicated since the chatbot asked several times whether the mail should be sent. We are currently planning a study in daily routine with real patients of a medical practice to study patient and physician satisfaction with the adapted process. This evaluation will help to find out whether AnCha would be used by patients and whether it really supports the physician. Based on the results, we will improve our prototype. Depending on the user feedback, we will also extend the motivation capacities of AnCha.

In its current implementation, the data is not encrypted which has to be realized before the system is used in daily routine. At least secure e-mail such as HIN-Mail should be used (https://www.hin.ch/services/hin-mail/). We still have to assess how to securely transfer the chatbot protocol to the physician and whether an integration with the practice information system (or electronic medical records (EMR)) is helpful. Still an open issue is the data transfer and the connection with such system. The chatbot protocol could be stored as note in the EMR which would require a corresponding interface or the sent e-mail might be read by the physician in his mail browser and then stored in the document section of the patient’s EMR. AnCha can also be applied in other areas of medicine. Since it is a rule-based chatbot based on a decision tree that does not have many branches, it can be easily extended. The existing questions can be modified, adapted for other medical specialties or additional questions could be added.

5. Recommendations for developing intelligent interviewers

Based on our experiences in designing and building intelligent interviewers, e.g. AnCha as described in this paper or Ana [7-9], we are able to derive several lessons learned. In order to successfully develop intelligent interviewers, in particular based on chatbot technology, it is essential to collect and document all requirements in terms of a comprehensive requirements engineering process [10]. The whole requirements engineering process should at least include the following steps that can be seen as essential guidelines for a successful development process:

First, the concrete purpose of the intelligent interviewer has to be defined. The precise definition depends on the specific use case which includes potential users, e.g. physicians or patients, the environment, e.g. a waiting room, and the medical specialty, e.g. music therapy in the context of mental health [7-9]. If the planned system is only expected to collect information, e.g. personal information, it is sufficient to build a rule-based system. The main advantages of these systems are that their conversations are reliable, easily reproducible and comparable. There are several frameworks or scripting languages available that are appropriate to build such systems, e.g. AIML, SIML, or RiveScript [11]. In our previous work, we developed chatbots based on these technologies and gained several in-depth insights into the technical advantages and disadvantages of these technologies [7-9,11,12,13].
Second, the information to be collected by the intelligent interviewer has to be precisely specified according to the use case. We recommend to use questionnaires or to conduct personal interviews, e.g. with experts. Based on the collected data, a questionnaire can be generated and transferred into one of the already mentioned rule-based chatbot languages. We also recommend to consider the motivation of the later user. In this context, the wording of the intelligent agent's responses should vary in order to create an immersion effect, e.g. in terms of gamification [14]. Moreover, we suggest to use short questions and as few questions as possible. Adding motivating words, funny comments and enabling a reasonable conversation flow, e.g. by creating a logic order without irrelevant questions, also motivates the user to answer all questions satisfactorily. It also makes the intelligent interviewer appear more natural and human.

Third, the user interface has to be designed according to the needs of the future users [15]. This design process includes the general interface design of the whole application and in particular the selection of the input type. The latter can be based on free text responses or pre-defined answers for selection, e.g. based on buttons or sliders. We recommend to provide at least a few free text responses to give the user the opportunity to deliver specific details in his or her own words. However, too many free text responses can be demotivating and confusing for the user. Regarding the app design, we recommend to use round shapes with smooth animations, e.g. for the speech bubbles, and comforting colors, e.g. green [16]. The general appearance of the application should also be based on already known messengers, e.g. WhatsApp or Telegram, in order to enable easy handling and to base upon experiences of users. By adding additional input or output technologies, e.g. speech recognition, the agent's immersion effect can also be increased [17]. However, the accuracy of such services should be considered before their implementation. Combining an intelligent interviewer with immersive technologies, e.g. virtual reality and voice user interfaces, can also be useful in some use cases, e.g. for patient education [13].

Fourth, data security has to be considered. Although often ignored in prototypes, data security, especially for personal patient data, has to be ensured. Therefore, encrypting the collected data, e.g. by using algorithms such as AES-256, can provide an appropriate security standard. In addition, implementing secure mail services, e.g. by using certificates or public and private keys, are essential to realize a secure information exchange of the data requested from the intelligent interviewer [18]. We do not recommend using third party services that can access (personal) data collected by the interviewer (e.g. Facebook messenger) or realize logins using Google or Facebook accounts. For instance, this includes the choice of chatbot technology, pre-built user interfaces, as well as input and output services. Fifth, by conducting a practice-oriented evaluation, e.g. based on a quantitative or qualitative questionnaire and participants according to the target group, potential issues or space of improvements can be identified. In this context, the evaluation should focus on both content-related tasks as well as general usability [8]. Accordingly, further requirements that were previously hidden can be identified and addressed. Based on the evaluation results, the gap between the theoretical concept of the intelligent interviewer in a specific use case and the actual practice can be minimized or even closed.
6. Conclusions

Providing intelligent digital interviewer in healthcare gains in interest. We suggest to consider 5 essential aspects that will help in faster development of reliable and secure intelligent interviewer for the medical domain: define concrete purpose, specify information to be collected, design user interface and address future user's needs, consider data security and conduct a practice-oriented evaluation. Regarding our chatbot AnCha, we will assess in future whether use of the artificial intelligence capabilities of IBM Watson can be used. This requires additional analysis of possible user questions and decisions on how the chatbot should react to them. AnCha is not a competitor to the patient-doctor interaction and thus the patient-doctor relationship should not be negatively impacted.

References

Topic Discovery on Farsi, English, French, and Arabic Tweets Related to COVID-19 Using Text Mining Techniques
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Abstract. Background: Social networks are a good source for monitoring public health during the outbreak of COVID-19, these networks play an important role in identifying useful information. Objectives: This study aims to draw a comparison of the public’s reaction in Twitter among the countries of West Asia (a.k.a Middle East) and North Africa in order to make an understanding of their response regarding the same global threat. Methods: 766,630 tweets in four languages (Arabic, English French, and Farsi) tweeted in March 2020, were investigated. Results: The results indicate that the only common theme among all languages is “government responsibilities (political)” which indicates the importance of this subject for all nations. Conclusion: Although nations react similarly in some aspects, they respond differently in others and therefore, policy localization is a vital step in confronting problems such as COVID-19 pandemic.
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1. Introduction

The global spread of the COVID-19 pandemic, an infectious disease caused by the pathogen severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has already unleashed an unprecedented impact on public health, economy, and human society worldwide[1]. Social media platforms (such as Twitter, Facebook, Reddit, Tumblr, Pinterest and Instagram) have seen unprecedented growth in the era of big data. For example, Twitter, one of the most popular social network websites, which has been growing at a very fast pace. It has 284 million monthly active users, and 500 million tweets are sent per day [2]. Twitter has been used as an early warning notifier, emergency communication channel, public perception monitor, and proxy public health surveillance data source in a variety of disaster and disease outbreaks from hurricanes[3]. Millions of people are talking about the coronavirus on social media, particularly on Twitter, where there are massive conversations around a variety of topics related to COVID-19 [1].

On the other hand, public contribution is the key to bringing under control this pandemic. Researchers are making every effort to anticipate the pandemic’s trajectory [4, 5]. Our work is a step forward toward better understanding of public opinions and concerns about this pandemic. In particular, this paper aims to answer the following two questions: RQ1) Which aspects of the COVID-19 pandemic has attracted the most public attention in West Asia and North Africa? and RQ2) What are the differences and similarities of the public response among the countries of West Asia and North Africa?

To address these questions, we investigated Twitter (https://twitter.com/) as a public opinion platform. Although generalization from tweets might lead to a certain degree of inaccuracy, Twitter is a repository of billions of attitude and expressions, and serves as a practical source for topic modelling. Investigating a public opinion about a wide spectrum of topics in Twitter has been made in plenty of studies [6-13]. The advantages of social media mining have been pointed out in a number of papers [14, 15] and it has been demonstrated that the data extracted from the social media platforms is comparable with that provided otherwise (e.g. questionnaires, etc.). Furthermore, tweets are largely clear from the errors inherent in traditional means of information gathering (e.g. polls and questionnaires) [16-18], where participants’ opinions are dependent upon the context of the questions, their format, wording, and ordering.

Several studies have been carried out aiming to detect the topics related to COVID-19 [3, 19-26]. However, a mere of inadequate researches have focused on several languages. Nor adequate research has been conducted to address people’s reaction to COVID-19 issue particularly in West Asia and North Africa. The MENA (Middle East and North Africa) region consist of Algeria, Bahrain, Egypt, Iran, Iraq, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, United Arab Emirates and Yemen. This region enjoys a broad diversity of languages. Nevertheless, most significant spoken language of the region is Arabic, spoken in Algeria, Bahrain, Egypt, Iraq, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, United Arab Emirates and Yemen. Persian or Farsi, is another dominant language of this region and is spoken mainly in Iran (and Afghanistan and Tajikstan but they are outside of MENA). Although English and French are not among the official languages of this region, they are widely used throughout these countries for education, diplomacy, and business.

This paper investigates tweets of four languages dominant in West Asia and North Africa: Arabic, English, French, and Farsi. These are among the most spoken languages in this region. Results of our study can help policymakers better recognize the efficiency...
of their public policies, which is the key to increase the public awareness, and to encourage people to respect as much as possible the restrictive measures and, in turn, shape a better relationship with the public. Furthermore, since there is not a global and unique policy to mitigate the risks of the COVID-19 pandemic, this study provides practical information for the governments to tailor their contamination measures to the local context. In addition, the findings of this research provide helpful information for the sociologists who try to measure the social effects of this pandemic behind the scene.

2. Methods

To categorize the tweets into themes, the process presented in Figure 1 is performed for each language. To collect COVID-19 related tweets, we used Phirehose, an open source, PHP implementation of Twitter Streaming Application Programming Interface (API). Table 1 shows details about the dataset and used filters. Tweets were collected during March 2020 as it was the first huge wave of global spread of the COVID-19.

We used Python 3.7.6 to preprocess the tweets. Preprocessing steps for the four languages are quite the same including: converting letters to lower case, removing URL, mentions, stop-words and emoji, correcting repeated characters, and tokenizing and replacing negations with NOT. Arabic and Farsi language required another step that is normalization. The normalization module is used to unify those words that may be written in different alternative forms.

![Figure 1. Process pipeline of our method](image)

To find the most proper document embedding and clustering method for topic modeling on short texts, Curiskis et al. [27] investigated different combinations on three datasets on Twitter and Reddit and concluded that Doc2vec embedding along with k-means clustering delivered the best performance and therefore, this combination was employed in the present study. Gensim and Sklearn packages were used for Doc2vec and k-means clustering, respectively.

<table>
<thead>
<tr>
<th>Language</th>
<th>Filtered hashtags</th>
<th>Num. of tweets</th>
<th>RT to Tweet Ratio</th>
<th>Time period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>#کورونا #کورونا فیروس #کورونا فیروس #کورونا</td>
<td>197,794</td>
<td>62.5%</td>
<td>2020-03-03 to 2020-03-12</td>
</tr>
<tr>
<td>Persian</td>
<td>#کورونا #کورونا فیروس #کورونا فیروس #کورونا ویروس</td>
<td>199,705</td>
<td>57.8%</td>
<td>2020-03-03 to 2020-03-06</td>
</tr>
<tr>
<td>English</td>
<td>#corona #coronavirus #covid19</td>
<td>176,370</td>
<td>54.5%</td>
<td>2020-03-03 to 2020-03-09</td>
</tr>
<tr>
<td>French</td>
<td>#covid2019 #covid-19</td>
<td>192,761</td>
<td>65.9%</td>
<td>2020-03-03 to 2020-03-18</td>
</tr>
</tbody>
</table>
In developing the Doc2vec model, number of epochs is a case sensitive parameter that considerably affects the performance of topic modeling where it is desired for each cluster to represent the most similar texts, while for clusters to be as distinctive and different as possible. In order to find the fittest number of epochs, cosine similarity criterion [28] was employed as follows. To evaluate the tweets similarity in each cluster, 10 most frequent words in each cluster were converted to vectors using Word2vec and cosine similarity was calculated for each word-pair. The average value is the criterion for each cluster. The final value is the average of the calculated cosine similarity of all clusters. To evaluate the difference among clusters, first, the average vector of 10 most frequent words in each cluster was calculated. Next, pairwise cosine similarity of these vectors were calculated and finally, one minus the average would show how different the topics are. By applying this method, we evaluated performance for different epochs and obtain the optimum number for our Doc2vec model which in our case lead to 10 epochs. Table 2 shows the effect of number of epochs in Doc2vec model on the performance of topic modeling. Based on Table 2, 10 epochs for Doc2vec model was chosen.

Table 2. Effects of number of epochs on model performance

<table>
<thead>
<tr>
<th></th>
<th>Epochs</th>
<th>Num. topics</th>
<th>Cosine similarity of topics</th>
<th>1-cosine similarity of topics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Farsi</td>
<td>5</td>
<td>8</td>
<td>0.326</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>8</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>8</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>English</td>
<td>5</td>
<td>8</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>8</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>8</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>French</td>
<td>5</td>
<td>8</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>8</td>
<td>0.264</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>8</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>Arabic</td>
<td>5</td>
<td>8</td>
<td>0.398</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>8</td>
<td>0.422</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>8</td>
<td>0.398</td>
</tr>
</tbody>
</table>

To find the optimum number of clusters, Dunn index criteria [29] was utilized. For Farsi, English, French and Arabic tweets, the optimum number of clusters were obtained as 4, 5, 3 and 4, respectively. Figure 2 shows the how Dunn index is used to find the optimum number of clusters for French and Arabic tweets.
After clustering tweets in each language, in order to analyze the content, each cluster should be labeled with a theme manually. To implement this task, 10 most frequent words of each cluster in addition to a random collection of 100 tweets were extracted and presented to three different native speakers of that language along with a list of suggested themes (annotators were encouraged to change the themes or add new theme as pleased and the list was just some examples to clarify the task). Candidates used the information to choose at least one theme for each cluster. In an attempt to measure the inter-rater agreement between the three raters, Fleiss Kappa testing was employed [30].

3. Results

The themes for each language and their distribution are shown in Figure 3. Farsi tweets were categorized into four themes with the Fleiss Kappa of 0.826 where “virus origin” has the largest share. English tweets with seven themes had the most versatile distribution. The Fleiss Kappa was 0.73 and most English tweets were on “control measures and treatment” theme. French and Arabic tweets were divided into three and four themes with Fleiss Kappa of 0.916 and 0.874, respectively. While the majority of French tweets were regarding “government responsibilities”, Arabic tweets were mostly about “control measures and treatment”, similar to English tweets.

To better understand the content of the clusters, as a sample, Table 3 shows the 10 most frequent words and two samples of tweets for the “government responsibilities” theme in English and Farsi languages.
Table 3 Ten most frequent words and tweet samples for “Governmental responsibilities” theme

<table>
<thead>
<tr>
<th>Language</th>
<th>Ten most frequent words</th>
<th>Tweet samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>outbreak, U.S., China, global, due, world, Italy, country, Iran, spread</td>
<td>Safety first, authorities implant strict screening measures to conduct medical checkups on passengers; #dubai. India suspends visas from Iran, Italy, South Korea, and Japan.</td>
</tr>
<tr>
<td>Farsi</td>
<td>(Iran), (people), (outbreak), (France-England), (Islamic Republic), (China), (help), (confronting)</td>
<td>ناتوانی دولت در مواجهه با ویروس صادا هیچکار رژیمها را هم در آورد ( inadequacy of government in confronting the virus made the al jazeera journalist to object). روحانی در جلسه هیئت دولت: قول: من دهم در کتاهه ترین مدت از بحران عبور می کنم (President Rouhani in government meeting: I promise we will pass this crisis in shortest time).</td>
</tr>
</tbody>
</table>

4. Discussion

Social media act as an appropriate source of information in dangerous situations [31]. Although at this time, the actions and reactions of the people and officials of countries are not possible in real space, the social atmosphere these days is in social media such as Twitter, and demands and actions are easily exchanged. In this study, COVID-19 related topics and discussions in English, French, Persian, and Arabic among Twitter users, inside West Asia and North Africa during the first wave of COVID-19, were analyzed and studied.

Subject of control measures and treatment is a common theme among English-speaking, and Arabic-speaking users. As COVID-19 spreads to other countries and governments try to mitigate its impact by implementing counter measures, people have also used social media platforms to express their opinion about the measures themselves, the leaders implementing them, and the ways their lives are changing [32].

The origin of the virus has been a common theme among English-speaking and Persian-speaking users. For example, in Persian language, when it was announced that the first case of the coronavirus in Iran was discovered in Qom province, the mentality of society gradually emerged that Qom province was the source of the virus, and it was also announced that the virus was transmitted by Chinese immigrants or traders. Then it has gone to other cities from Qom province. We got this in one of the Persian language clusters.

One common theme among English, French, Persian and Arabic users is the government political responsibilities, relatively authoritarian public health measures (such as physical distancing or temporary economic shutdowns) depend on societal compliance. People follow these policies when they have a good and reliable relationship with politicians and also these officials have a political economy that allows their people to stay home without suffering from hunger [33].

A common theme among Persian and Arabic users has been “fear”. According to US Center for Disease Control and Prevention (CDC), this pandemic results in fear and anxiety about the new disease and also this fear may result from public health actions, and social distancing, because these actions may make people feel isolated and lonely. Therefore, governments should inform the public about the necessity of these actions and support people emotionally and provide necessary services in this regard[34].
The common theme among English-speaking, French-speaking and Persian-speaking users on Twitter is the subject of statistics and news. It shows that these communities care about the news and death statistics and the prevalence of this disease in their countries. Social media have played pivotal roles in the dissemination of information during the COVID-19 pandemic including both the rapid sharing of scientific research as well as various hoaxes and misinformation.[35].

The results of this study can be a help to improve treatment measures, macro decisions, social support, and a better understanding of people's behavior and reactions during an epidemic. For future studies, it is recommended that based on the geographical locations and time, users' opinions for this pandemic be collected and processed.
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First Accreditation of a Medical Informatics Program by the European Federation of Medical Informatics: Experiences
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Abstract. Background: European universities offer a variety of programs in Medical Informatics. The European Federation of Medical Informatics (EFMI) offers accreditation of these programs. Objectives: To describe the process of EFMI accreditation of a new Austrian master's program and reflect on accreditation benefits. Methods: Reflection on feedback and experiences at UMIT TIROL Results: Accreditation needs quite some preparation but offers essential opportunities for self-reflection and feedback by international experts. Conclusion: Besides national accreditation, medical informatics programs can benefit from the accreditation through international organizations.
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1. Introduction

Modern health care is not thinkable without medical informatics, and consequently, job prospects for graduates in medical informatics are excellent. The number of universities that offer master's programs in medical informatics is increasing, with > 1,000 programs in biomedical and health informatics and related specializations in Europe alone (http://efmi-ac2.bmhi-edu.org).

Accreditation determines whether a program meets specific minimum standards. National accreditation may not always include a useful international perspective on medical informatics education [1]. International accreditation may provide this international perspective and increase the attractiveness of programs for students.

To ensure transparency and quality of medical informatics programs in Europe, the European Federation of Medical Informatics (EFMI) launched an accreditation program of medical informatics programs in 2020 [2]. While the accreditation fees are comparably low, some effort still needs to be invested in such a formal accreditation process. European universities now have to consider whether this EFMI accreditation is worthwhile for them.

This contribution aims to present the process and experiences of the first EFMI accreditation of a European medical informatics master's program and discuss benefits for European universities.

1 Corresponding Author: Elske Ammenwerth, Institute of Medical Informatics, UMIT TIROL, Hall in Tirol, Austria, elske.ammenwerth@umit.at
2. Methods

The first EFMI accreditation was conducted in summer 2020 for the new master's program Medical Informatics (http://www.umit.at/medical-informatics) at UMIT TIROL. The accreditation process comprised the following steps: Submission of the application to the EFMI board; appointment of an EFMI accreditation panel consisting of three members; preparation of a self-assessment report; panel visits in the educational institution (due to the pandemic situation, this was done online); preparation of an on-site panel's report; and decision on accreditation. Accreditation criteria comprised needs and relevance of the program, intended learning outcomes, academic environment, organization and implementation, and internal quality assurance and development. Overall, the accreditation process lasted less than four months. The self-assessment report comprised nearly 80 pages and was complemented by 22 Annexes. During the on-site visit, ten staff members from UMIT TIROL were interviewed. In the end, full EFMI accreditation was granted for the maximum possible duration of three years.

3. Results

The self-assessment report's preparation was more time-intensive than initially expected. Several aspects such as the institution, the new program's need, the intended learning outcomes, the teaching environment, organization, and quality assurance had to be described in detail and in English. However, the self-assessment report helped us reflect on our strengths, which helped us prepare national accreditation. The on-site discussions elaborated on several essential aspects of the program, and the experts' feedback helped us optimize curriculum and organization. For example, the feedback showed that the curriculum did not sufficiently show how it implemented some intended learning outcomes. It was helpful that our curriculum was in line with international education recommendations such as the IMIA recommendation [3].

4. Discussion

We benefited from the feedback of international experts on the content and organization of our curriculum. EFMI has a high reputation in medical informatics, and we expect that EFMI accreditation will help us attract the best national students. As UMIT TIROL was not involved in developing the EFMI accreditation procedure or criteria, this was also for EFMI the first “real life test” of their accreditation process.
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Abstract. Autism spectrum disorder (ASD) diagnoses increased over the last decades, as reviews show comparing prevalence rates reported from different studies. Due to different effects of the disorder, personal support is required and provided by formal and/or informal caregivers in various activities of daily living. With the help of a customized smart home and interior design concept the aim is to enable people with ASD to live a more independent and self-reliant life. Following a participatory research approach, the end users are involved in the context of use and requirements definition, concept development, and later also in the implementation, and evaluation process. The solution shall assist end users in performing activities of daily living. The outcome of the work at hand is a set of modular functionalities (sensors, actuators, interior design solutions) to be integrated in a living environment specifically designed for people with ASD.

Keywords. Autism Spectrum Disorder, Smart Home, User-Centered Design, Stakeholder Analysis, Participatory Research, Assistive Technologies.

1. Introduction

Autism spectrum disorder (ASD) is a developmental disorder with a wide variation in the type and severity of symptoms. Referring to the Diagnostic and Statistical Manual of Mental Disorders (DSM-V), there are two main symptom complexes: difficulties with communication and social interactions, and restricted repetitive behavior, activities, or interests. Due to different effects of the disorder, individual support is required and provided by formal and/or informal caregivers in various activities of daily living (ADL) [1]. Although many assistive technologies for people with ASD can be found in literature [2], the field of home automation in combination with an interior design concept for people with ASD is, to the authors’ knowledge, non-existent yet. Considering the whole path from initial user requirements to system design specifications, a concept of a customized smart home and interior design for assisted living is developed. This holistic approach is tailored to the needs of autistic people, aimed at increasing independency and self-reliance scalable to multifaceted life realities and diverse home environments.

1 Corresponding Author: Sandra Lisa Lattacher, Research Unit Active & Assisted Living at Carinthia University of Applied Sciences, Klagenfurt, Austria, s.lattacher@fh-kaernten.at
2. Methods

Following a participatory research approach, the end users of the system (people with ASD, formal/informal caregivers) and associated stakeholders (architects, health professionals) were involved in the context of use and requirements definition, and the concept development based on DIN EN ISO 9241-210 [3]. Qualitative methods included individual remote focus groups targeting at various aspects of the users’ life like daily routines, challenges and scenarios where smart gadgets and furnishings could support independent living. In addition, the experience of architects with the design of residential spaces and with following autism friendly design guidelines were obtained. Quantitative methods encompassed questionnaires, which were targeting at special sensitivity of individuals to thermal, acoustical, visual, and indoor air conditions.

3. Results

As a collective output, the most critical environmental factors that could trigger stress and tension were identified and corresponding technical, architectural, or combined solutions have been conceptualized, followed by a stakeholder validation of importance and usefulness and evaluation regarding feasibility and priority. The outcome is a set of modular functionalities, which covers solutions like crowd warnings, transition spaces or room condition regulation realized through sensors, actuators, and interior design components. [4]

4. Discussion

Through the continuous involvement, engagement, and participation of users we expect a sustainable, economic, and societal solution specifically designed for people with ASD and caregivers to support autonomous living. We facilitate the flow back of benefits to the end users that are in the center of our research. As a next step, the sensor technology and architectural components will be implemented, integrated, and tested in a demo apartment in a lab setting.

The research leading to these results is co-financed by the European Regional Development Fund under the framework of INTERREG IT-AT (SENSHOME project).
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Abstract. Reuse of EHR data can substantially improve the recruitment process of clinical trials. As shown earlier, Shared EHR systems are particularly attractive data sources. The goal of this work was to conceptually design and implement a user-friendly tool for semiautomatic trial recruitment using ELGA data. The tool applies a web-based client (Vue and Electron frameworks) – server (Django-Python and Java server, SQLite database) architecture. Trial eligibility criteria are expressed as XPaths. Access to ELGA documents is simulated using the eHealth Connector library and the IHE XDS Open eHealth Integration Platform framework. Usability was optimized in expert interviews with investigators of two active trials. First feedback based on synthesized ELGA test data indicates suitability for clinical end users. Further insights are expected from applying the tool to real ELGA data.
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1. Introduction

Randomized controlled trials provide a powerful research design for the evaluation of healthcare interventions and are widely recognized as the gold standard of clinical research [1]. Clinical trials enable to test the effectiveness of medications, medical devices, and health methods. For each trial, participants with a specific profile have to be recruited [2]. The profile is defined by eligibility criteria that may for example refer to health problems, gender, age, or treatment.

Unfortunately, many trials suffer from delays or are not completed at all [3–8]. One reason are the inefficient and time-demanding recruitment methods such as advertising through flyers or brochures. Another disadvantage of traditional methods are the high costs that may arise per patient [8].

Reuse of EHR data can improve trial recruitment [9], [10]. As we have shown, Shared EHR systems represent attractive data sources for this purpose [11], [12]. The Austrian national Shared EHR system ELGA [13] in particular holds structured data for more than 60% of eligibility criteria [11] that are commonly used in clinical trials according to an analysis of the EHR4CR project [14].
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We are currently working on a project that aims to analyze to what extent trial recruitment at the Medical University of Vienna (MedUni) can benefit from reusing ELGA data. In this course we will examine whether the promising theoretical results of Augustinov and Duftschmid [11] can be confirmed in practice. The goal of the master thesis, which is part of this project and is presented in this paper, is to conceptually design and implement the underlying recruitment tool. Hereby, our primary goal was to achieve high usability by clinical end users.

2. Methods

2.1. Conception phase

Conception of our tool was based on the IEEE software development process [15]. In the analysis phase we aimed to determine the context and requirements of the planned tool [16]. It was carried out through analysis of literature and existing recruitment systems as well as a series of expert interviews with clinical end users. An initial set of candidate requirements derived from literature research and existing systems was represented within mockups of the future user interface, which served as starting points for feedback in the interviews and a following revision of requirements. Revised requirements and correspondingly adapted mockups were then validated in a second round of expert interviews. Particular efforts were made to achieve an intuitive visualization of the results of trial eligibility checks that should allow for easy comprehension by clinical end users.

2.2. System architecture

To prepare for an easy applicability, we chose a web-based client-server system architecture. This should avoid dependencies or restrictions on the end users' hardware solutions. To alleviate reuse of our work by other researchers, widely used open source technologies were selected that should simplify potential future enhancements [17]. The source code including installation description is published on GitHub [18].

The client provides the user interface for selecting the trial and the patients to be checked for eligibility. The analysis of the patients' documents is done by the server and the results are finally displayed by the client again.

For the implementation of the client the progressive JavaScript web framework Vue [19] was used, which allows the creation of single-page web applications. In addition, the Electron Framework was employed, which enables a cross-platform desktop application [20].

In the back-end structure, a Django-Python [21] server acts as the center for all task areas. It holds the REST interface implementation for communication with the client and processes the ELGA documents.

For communication with the IHE XDS environment, a Java server based on the open-source eHealth Connector (EHC) library [22] is used. EHC is based on international implementation guidelines and standards that promote a harmonized exchange of data and documents in the healthcare sector and can be integrated into a back-end. This also makes it possible to validate CDA documents for conformance to the ELGA templates. The Open eHealth Integration Platform framework is used to simulate an IHE XDS environment [23].
An SQLite database [24] is employed for storing the trial-specific metadata including the inclusion and exclusion criteria. The criteria are represented as XPaths that refer to those components of ELGA documents that hold the required data. Hereby, we relied on a mapping of data elements commonly referenced in trial eligibility criteria to ELGA documents [11]. A tool for an interactive specification of trial criteria referring to ELGA document components that can be exported as XPaths was presented in [25]. The XPaths originate from the template IDs of the HL7 V3 templates that define the structure of the respective ELGA document component. This allows accessing any ELGA document types. Currently, ELGA lab reports and medication documents seem particularly promising as most of their components are highly structured.

2.3. Data model of trial criteria

For the representation of trial criteria, a suitable data structure was developed (compare Figure 1). It distinguishes between inclusion and exclusion criteria and allows a criterion to be checked by multiple alternative conditions. As an example, the criterion “person has diabetes” may alternatively be checked via conditions “diabetes was diagnosed”, “diabetes-specific medication was dispensed”, and “diabetes-specific lab parameter exceeds a certain threshold”.

In some cases, a condition may be clearly assessed to be violated based on existing data. As an example, condition “age > 18 years” can obviously be found to be satisfied or violated based on the documented birthdate of a person. Therefore, our data structure also covers checking for a conditions’ violation. The latter is, however, optional as in most cases only the satisfaction of a condition will be assessable. As an example, condition “diabetes was diagnosed” cannot be rebutted just because no diabetes-specific diagnosis was recorded [26].

Further, it may sometimes be beneficial to provide a “fuzzy” alternative to strict condition checking. As an example, if condition “clinically-relevant disease in the last two weeks” is checked in a strict manner, a relevant disease recorded 15 days ago would
be ignored, even though it would probably be of interest for the trial investigator. Further, an explicit specification of a condition may sometimes be hard. As an example, a comprehensive formulation of “clinically-relevant disease” would require the listing of numerous ICD codes and would still bear the risk of missing one. Therefore, we included optional “information needs” in our data structure, in addition to criteria. In the present example, this would allow to query all recorded diseases of a person from e.g. the past three weeks and let the trial investigator decide whether they are clinically and temporally relevant.

2.4. Testing methodology

We plan to test our tool with two currently running trials of the MedUni. The trials have already been set up in our database. From those eligibility criteria that can be checked via ELGA data, we have translated about 90% to XPaths yet. We aim to analyze the practical usefulness of our recruitment tool by “re-evaluating” patients, who were already recruited for one of the two trials with conventional methods. These patients will serve as gold standard for eligible individuals. In order to measure the sensitivity of our recruitment tool, we will apply it on the ELGA documents of these patients and examine to what degree it indicates eligibility. As the trials have disjunctive study populations according to their inclusion/exclusion criteria, patients recruited for trial 1 can serve as gold standard for ineligible individuals for trial 2 and vice versa. This will allow us to analyze the specificity of our tool.

Only patients who provide written informed consent will be included in our analysis. Their ELGA documents will be downloaded in the Vienna General Hospital (AKH) information system and pseudonymized before being used in our project. The planned procedure was confirmed by the MedUni data protection officer to comply with the relevant legal regulations and received a positive vote by the MedUni ethics committee.

Currently we are working on the organizational steps of implementing an interface between the AKH hospital information system and a MedUni research platform, where the ELGA documents of trial patients will be stored for our project. As this rather bureaucratic procedure will not be completed within the limited timeframe of the master thesis presented here, we decided to focus in the thesis on the optimization of our recruitment tool’s usability using test data.

Originating from the public ELGA test documents we synthesized fictive but valid documents holding data that are relevant for the eligibility criteria of our two trials. We composed our test documents in a way that should exhaust all visualization variants offered by our tool’s user interface.

3. Results

As the result of the context analysis, a clear picture of the planned application environment of our recruitment tool within the MedUni clinics was achieved. In particular, the typical current recruitment procedure of trial patients was analyzed to prepare a suitable future integration of our tool.
3.1. Requirements to be covered

As the result of the requirements analysis, the following system functions were found to be essential:

- **Set up trial**: A new trial is set up in the system’s database including the required trial metadata and the XPaths for the eligibility criteria and the information needs. This step is done by a technician in cooperation with the corresponding trial investigator.

- **View trial**: The clinical end user can look up all metadata of a selected trial. Further, results of selected patients from earlier eligibility checks for the trial are displayed.

- **Select patients to be checked for eligibility**: The clinical end user selects the patients, who should be checked for trial eligibility. The patients’ ELGA documents can either be requested and downloaded from an IHE XDS environment or they can be accessed at a local folder (where they might have been exported from a local EHR system).

- **View summary of check results**: An intuitive overview of the eligibility check’s results for all selected patients is presented to the clinical end user.

- **Inspect results in detail**: The results can be examined in detail for each patient. Hereby, a patient’s results can be expanded to see which criteria are satisfied / violated or for which criteria no corresponding data are available in the patient’s ELGA documents. Each criterion can further be expanded to show the results of the individual underlying conditions. For each satisfied / violated condition, the corresponding ELGA source data can be viewed directly within the embedding ELGA document.

- **Mark potential trial participants**: After going through the results of the eligibility checks, the clinical end user can mark particularly promising patients. They are saved in a shortlist that may be used later for establishing contact with the patients.

3.2. User interface design

The intuitive visualization of the results of an eligibility check proved to be a particular challenge. In particular, a balance had to be found between providing a coarse overview of the check’s results for the complete selected patient cohort at a glance, and at the same time allowing a stepwise visual drilldown into each single patient to explore the respective ELGA data constellations that led to the satisfaction / violation of the individual eligibility criteria and the underlying conditions.

**Figure 2** shows a screenshot of the results of checking the eligibility criteria of a diabetes-specific trial for a cohort of five fictive patients. In the header section the key trial metadata are displayed together with the trial’s total number of eligibility criteria and the number of criteria for which ELGA covers the required data.

Beneath the header, the outcomes of the eligibility checks are separately displayed for inclusion and exclusion criteria. At the coarsest level, only the numbers of satisfied/violated/undecidable (due to missing data) criteria are shown for each patient. Patients are sorted according to the number of satisfied inclusion criteria. If one or more exclusion criteria are satisfied, the corresponding patients are moved to the bottom of the cohort and marked in red background color.
In order to comprehend the results of a particular patient, the corresponding row may be expanded to show the results of the individual criteria. Here, a traffic light color scheme is used to visualize whether a patient “has passed” a criterion (green dot), “has failed” on a criterion (red dot), or whether the criterion is undecidable due to missing data (gray dot). In this sense of “passing” a criterion, a satisfied inclusion criterion is shown as green dot, whereas a satisfied exclusion criterion is shown as red dot. If contradictory data are found for a patient (e.g., two blood glucose measurements within the period of interest, one above the criterion’s threshold and one below), the criterion is displayed as a yellow dot.

Figure 2 – Results screen of an eligibility check

If data was found for a criterion, the corresponding row may be further expanded to display the underlying conditions. The same color coding is used here to visualize the results. A condition with results can be clicked to open a pop-up window (Figure 3) that holds all source data found for the current patient that are relevant for the condition. A click on a particular value opens the embedding ELGA document and scrolls to the value within the document.

Figure 3 – For each condition the relevant ELGA source data can be retrieved
The checkbox in the right-most column can be used to manually mark those patients who were found to be most promising for a potential recruitment. The complete results of the executed eligibility check from selected patients can be saved with the trial for later processing.

4. Discussion

The present work follows a long tradition of implementing supportive tools for trial management at the Medical University of Vienna [27]. It extends these and other comparable activities for EHR-based trial recruitment [9], [28] by utilizing data of a national Shared EHR system.

We apply a rule-based approach for representing eligibility criteria and identifying suitable patients for a trial. While this is a rather straightforward approach and knowledge bases exist that alleviate implementing these rules [29], achieving high sensitivity and specificity rates may require time-intensive fine-tuning. An alternative could be the identification of eligible patients by means of machine-learning approaches [30].

Our work is subject to several limitations. A system-immanent restriction is the fact that data available within ELGA will typically only allow a subset of a trial’s eligibility criteria to be checked. However, even such kind of pre-filtering would allow the trial investigators to focus on the most promising candidates and thus in many cases entail a significant reduction of efforts in the recruitment process. We currently do not support natural language processing to locate data relevant for a trial’s eligibility criteria within unstructured sections of ELGA documents.

The final goal of our project is to examine to what extent we can support patient recruitment for clinical trials at the MedUni by means of ELGA data. The master thesis presented here delivers an essential building block in this endeavor by developing a conceptual design and implementation of the underlying IT tool. The primary focus hereby was to achieve a high level of usability for clinical end users. Using the synthesized test documents, our tool was presented to the primary investigators of the two trials to gather feedback on its usability. Their preliminary feedback seems to indicate that we are on the right track in this regard.
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Abstract. Background: Telerehabilitation represents a new cutting-edge method in the treatment of patients suffering from motor and cognitive disorders caused by stroke. Even if there exist dedicated devices able to track patients’ movements to evaluate the performed rehabilitation exercises, they require specific settings necessary for a correct and simple use at the patient’s home. If we consider the recent pandemic situation and the lockdown condition, which made difficult the access to these products, post-stroke patients may be not able to perform home rehabilitation. Objectives: the goal of this work is the design of a specific method to develop a tele-rehabilitation platform for post-stroke patients using consumer technologies without involving ad-hoc devices. Method: Open-source tools have been investigated for speeding up the development starting with the medical knowledge. Results: a group of four healthcare technologies engineering students with no specific skills about computer science has developed a platform in four months using the design method. Conclusion: the presented method allowed the development of a clinical knowledge-based web platform for post-stroke patients totally based on consumer technology.
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1. Introduction

A systematic analysis for the Global Burden Disease Study showed that in 2016 there were 116.4 million DALYs due to stroke and 80.1 million prevalent cases of stroke globally including 5.5 million deaths [11]. Upper extremity function and cognitive impairments are common outcomes following stroke events, causing affected people a worsening of their lifestyle and a loss in work opportunities. Despite post-stroke rehabilitation therapy being generally provided in clinical facilities, many patients do not draw the maximal benefit from it. The major problems that come across during the traditional rehabilitation path are related to access issues, costs and scarce adherence.

Tele-rehabilitation-based programs may throw down the cited barriers. This form of telemedicine allows delivering remote rehabilitation services directly to the patient’s home. Technology can overcome access obstacles to quality care, including the burden to travel for in-patient therapy, along with the consequent costs, scheduling demand issues and shortage of trained therapy providers. Moreover, tele-rehabilitation systems...
have proven to enhance post-stroke rehabilitation’s outcomes by promoting adherence to rehabilitation therapies, boosting the brain plasticity [6]. Besides, a remotely provided rehabilitation service may positively affect the patient selection in terms of clinics, enlarging the choice opportunities by making available care providers which are located far from home. Another technological solution, that fits well along with tele-rehabilitation and may increase patient engagement during therapies, is the deployment of serious games. These are games with non-recreational intent but designed and developed pursuing a specific goal, typically linked to educational or training purposes under the scope of many contexts. These include the rehabilitation background. The key concept behind this kind of game is to provide a valuable, fun and engaging rehabilitation path. Despite all the listed advantages, virtual-aided rehabilitation cannot be considered the first therapy choice yet due to the still scarce availability of low-cost technologies and the low confidence of the target population, largely represented by elders, when it comes to manage technological solutions. Although the Human-Computer Interaction (HCI) research advances in interactive computer systems, usability barriers still obstruct access to this kind of solutions, discouraging its diffusion among users [15].

The coexistence of these pros and cons makes it interesting to design a methodological approach for the development of tele-rehabilitation platforms for taking advantage of the benefits related to the remote modality while avoiding the drawbacks. This point means achieving a system able to provide patients with efficient and stimulating treatments, whose progress can be monitored remotely by clinicians. The goal is the investigation of methods and tools to develop a platform patient and medical centered by exploiting low-cost and user-friendly technologies.

2. Scientific Background

While tele-rehabilitation proved to be a relevant resource in the clinical field, several research projects started in this regard. As shown in the study of Dodakian et al. [4], a platform for remote rehabilitation can provide patients a wide range of features besides the rehabilitative service, specifically sections dedicated to clinical education and doctor-patient interaction.

Regarding the design of serious games, to increase engagement can be useful the compliance with some key principles already examined by companies of the videogame market. These concepts transposed to the rehabilitation field represent a valuable tool to make the treatment successful in avoiding scarce adherence. The mentioned principles, indicated by Barret et al. [1] and Burke et al. [3], are the following: (i) a serious game must be meaningful to obtain clinical evidence on the patient condition from each exercise; (ii) the rehabilitation exercises need to be customizable in order to match the ability of each patient and thus, the level of difficulty must be personalized according to the rehabilitation progress; (iii) the game must be able to show the improvements with quantifiable feedback to make patients realize the value of their efforts.

To achieve medical relevance, the games must examine parameters useful to understand the rehabilitation progress during the time permitting to adjust the program as required by the specific case. Examples of these factors can be time, score, gameplay speed, the eventual number of obstacles avoided successfully in a platform game and the trajectories followed by the limb during the exercise. The challenging aspect must be correctly balanced to determine the success of the therapy: an exercise with a biased level of complexity can lead to discontent both due to an excessive simplicity or difficulty.
Boredom or frustration are harmful consequences to the observance of the training, which is not something trivial. As pointed out by Goršič et al. [8], people with chronic cognitive or arm impairment should exercise intensely to regain their abilities, but frequently a lack of motivation leads to poor rehabilitation outcome. This issue does not concern only the traditional rehabilitation approach as a recent study showed that, even if a therapist prescribes a technology-supported exercise, only about 30% of unsupervised patients will comply with the rehabilitation regimen [7]. An additional promising way to increase motivation may be to include a social component within the rehabilitation games, allowing patients to play together with other people. This implementation could have a positive impact in the acceptance and enjoyment of the therapy, leading to long term achievements. Tele-rehabilitation solutions may vary greatly from employing commercial gaming consoles to rehabilitation-specific products up to expensive Virtual reality customized programs. The survey study of Hung et al. [10] underscores a positive trend of game-based rehabilitation systems using consoles such as tablets, Kinects, and Wii remotes. The same trend was detected by Laver et al. [13] in their 2017 update of a Cochrane Review about the virtual reality in stroke rehabilitation, where the number of studies using commercially available gaming consoles increased from 6 to 22 since 2015.

On some occasions, also the webcam device embedded in each PCs has been exploited, and this is the case of Burke et al. [2], who developed a series of games based on color tracking algorithms working on webcam footages. The spread of smartphones within everyone's reach is also something to consider for preparing solutions that take advantage of mobile apps. Lee Hughes and colleagues [9] evaluated which features are worth to be included in a mobile product designed as a platform for tele-rehabilitation. According to them, this app should include a section dedicated to the patient and one to the doctor. The latter must be designed to include the privilege of modifying the treatment plan available on the patient’s interface, as well as the possibility to check the training performance and the medical information which need to be kept into account, like medications and test results. A section for doctor-patient communication is also functional for efficient therapy, such as a calendar that displays the periodic appointments with the care provider team.

Considering the characteristics of the context and the scientific background, the aim of this work has been the definition of a specific method for developing an innovative multi-featured platform for cognitive and motor telerehabilitation intended for post-stroke patients.

3. Method and tools

Two target features have driven the requirement analysis to make the method pioneering in exploring alternative approaches than the current available solutions, also providing new advantages [12], i.e.:

- the use of advanced tools for facilitating and speeding up the development,
- the exclusive deployment of consumer technologies which are usually present in people's homes, without involving any investment or hardship related to the supply of the necessary equipment (e.g., the use of a Microsoft Kinect device for human motion detection). This intention arose from a nowadays striking need if considering the recent pandemic situation and the lockdown condition
which has highlighted sustainability limits by health systems in managing all the care processes without more agile solutions. This intention led the research to the employment of an artificial neural network model for achieving the motion tracking required by the rehabilitation aim, which is an area that needs further continuous explorations, despite being a recognized valuable tool for general tracking in computer vision [14].

Specifically, the realized method considers two mobile applications, addressing the doctor and the patient, one game for cognitive rehabilitation and one for the upper limb motor rehabilitation based on a hand-tracking interaction style. All the modules communicate through internet connection with a server database. By starting from the target features previously described, the first step has concerned the analysis and selection of technological tools required for respecting all the features required for the realization of the technological platform.

The chosen game editor to develop serious games has been the free Unity 3D because of: (i) no need of high skills in computer graphic development; (ii) multiplatform; (iii) useful add-ons for interfacing hand-tracking devices.

To obtain a deep learning model for the hand-tracking system, the selected tool has been the Python programming language with PyCharm as the development environment.

Android Studio has been chosen for building the mobile applications. The communication among all the applications has been implemented with MySQL DBMS and LoopBack [16]. The former allows the design of the database; the latter provides automatic REST API generation for the server.

According to the selected technological tools, a basic software architecture has been designed and depicted in Figure 1. The whole web platform is based on the standard HTTP protocol for the data exchanging.

4. Discussion

By starting from the proposed method, a platform has been realized to investigate the potentialities of the proposed approach.

4.1. Development of serious games

The developed serious games are characterized by different functionalities such as different game modalities, distinct levels of difficulties, time and error-based scores, besides a simple interface featured by sounds and instructions. Two different types of games have been designed based on functional and motivational parameters:
● Cognitive rehabilitation: the game is focused on stimulating the patient's memory, inducing him to remember the exact sequence of some cooking recipes (Figure 2a). Exploiting the mouse interface interaction, is asked to the patient to remember the correct sequence of ingredients to make a specific dish, projecting the patient in a familiar home-looking virtual environment.

● Motor-skills rehabilitation: stimulating the patient to recover arms’ functionalities. The webcam’s footage processing algorithm automatically recognizes the hand of the patient and tracks its coordinates to lead the game’s character in avoiding obstacles within a funny and stimulating virtual environment designed to enhance the adherence to the therapy (Figure 2b).

![Figure 2. Unity 3D serious games: Game’s environment for cognitive rehabilitation (a); Gameplay and tracking system which determines the movement of the player for motor-rehabilitation (b).](image)

4.2. Hand tracking by means of artificial intelligence

In order to avoid the use of specific hand-tracking devices, the motor rehabilitation game’s design concerns the employment of an AI computer vision algorithm. Specifically, it consists of an open-source convolutional neural network based on the SSD MobileNet architecture and, according to the author, trained in cloud on a GPU machine using the Tensorflow API and employing the Egohands Dataset [5], reaching a mean Average Precision (mAP) value of 0.9686 and a total loss of 2.575 [18]. The Python scripts were appropriately modified to fit the needs of the intended application, both in terms of parameters optimization, with the number of target hands set to 1, and the assessment of a balanced certainty threshold, as well as new features implementation. Precisely, the algorithm’s outcome was configured to provide, in addition to the bounding boxes drawing, also the visual information of each box centre and the tracking record of its coordinates in order to post them to the game application in real-time. About tracking this point, an interpolation was implemented for shifting the horizontal range of movement from zero up to the frame width value, to a reduced symmetrical interval that allows the movement of the game’s character on both the left and right directions with respect to the centerline of the frame.

The obtained motion coordinates were sent to the rehabilitation game through web sockets based on UDP (i.e., the standard User Datagram Protocol). The optimized and adapted algorithm was then converted in a Windows executable application to make it easily accessible without installing any resources or possessing any skills. The next step was to integrate the hand tracking data to control a character moving continuously forward on a path with obstacles. The idea pursued was to convert the horizontal
coordinates information in a lateral thrust force operating on the player, which behaves like a real rigid body. This feature provided a further measure to raise the challenge of the game in terms of entertainment and competition by involving the practice of a motor-cognitive skill helpful for rehabilitation. A Unity3D script has been developed for using the UDP Socket communication to receive the position data to be exploited by the character's movement scripts in generating the motion force during the gameplay. The tracked movement is automatically saved on the MySQL database using the REST API designed with Loopback.

4.3. Development of the mobile applications

The mobile application for patients contains different features to carry out the telerehabilitation in an engaging environment: background music, button's sound and an immediate user interface. The app contains a Memory cards game developed for cognitive rehabilitation where the player, turning two cards at a time, must find the pairs with the same front image. A section with motor-rehabilitation training exercises (Figure 3a) for the improvement of daily life tasks is also available. The patient’s app also offers a multi-choice quiz with a stroke-educational goal. Finally, a personal agenda shows the dates of medical examinations and the personalized rehabilitation program.

![Figure 3a](image1.png) ![Figure 3b](image2.png)

**Figure 3.** Mobile applications’ features: Training motor-rehabilitation based on the Wolf Motor Function Test (a); rehabilitation results section on the doctor’s application (b).

The doctors’ mobile app allows the patients’ data evaluation. The physician accesses a selection list of activities that can be associated to each specific patient. The application offers a section containing the progress of the motor and cognitive rehabilitation path and the graphical representation of the coordinates, showing the movement of the patient's hand, detected by the hand tracking algorithm (Figure 3b). The doctor visualizes the patient's data and his/her improvements useful to modify the rehabilitation program. Both the mobile apps allow patients and doctors to contact each other by e-mails. All data and information are saved or modified on the MySQL database using the REST API designed with Loopback.
5. Discussion

The presented method has been designed to develop a platform for post-stroke tele-rehabilitation by four students attending a master’s degree course focused on medical technologies and their management. The limit of time imposed by the project deadline, as well as the complexity of developing such a product starting from a limited coding experience, were successfully addressed by the designed method and by using the proposed development tools. An initially planned approach was based on the use of a Leap Motion device [17] for realizing the motion tracking required by the motor-rehabilitation game but considering the complications that arose with the COVID-19 pandemic outbreak and the resulting impossibility to get the needed equipment during the lockdown, an innovative way has been pursued based on the use of artificial intelligence as suggested by the design method presented. The hand-tracking interaction style has been developed by using a convolutional neural network model working on a video stream. The whole platform for the rehabilitation of post-stroke patients has been developed in approximately 4 months.

The simple hand-tracking algorithm implemented has limits compared to other technologies that are very precise and allow to obtain several data, however, there already exist open-source models much more sophisticated than the adopted one which enables to obtain further and useful information on the movement performance, such as pose estimators. The whole platform is based only on consumer technology: the patient can use her/his laptop to play the serious games by means of the traditional webcam to perform the hand-tracking. Therefore, no installation of specific devices is needed at the patient’s home.

Specific improvements have been planned to add the cybersecurity requirement (i.e., HTTPS protocol) for data assurance and start a clinical assessment of the tele-rehabilitation platform by involving post-stroke patients under the supervision of medical experts. At present, the project has not yet been able to collect the opinion of any care provider institutions nor find their involvement due to the particular situation, which has shifted the focus to the emergency management.

6. Conclusions

The implemented method constitutes an innovative proposal for the design of a multifunctional system aimed at the telerehabilitation of post-stroke patients. The proposed approach shows how the choice of specific open-source development tools can facilitate the rapid and successful realization of these products. Regarding the utilization of serious games in motor rehabilitation, the proposed method explores a promising new strategy to track upper limbs movement given the advantage of not requiring any additional equipment other than laptops, smartphones and tablets with an embedded webcam. Furthermore, the method considers the continuous advancement of artificial intelligence models whose real-time deployment is becoming more and more accessible thanks to the improvement of the IT computing components. Moreover, the promising value of the suggested approach is clear considering the current spreading of cloud-based gaming systems which would enable in the future the easy access to powerful hardware and therefore the implementation of even more sophisticated tracking algorithms.
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Abstract. Hydrogen breath tests are a well-established method to help diagnose functional intestinal disorders such as carbohydrate malabsorption or small intestinal bacterial overgrowth. In this work we apply unsupervised machine learning techniques to analyze hydrogen breath test datasets. We propose a method that uses 26 internal cluster validation measures to determine a suitable number of clusters. In an induced external validation step we use a predefined categorization proposed by a medical expert. The results indicate that the majority of the considered internal validation indexes was not able to produce a reasonable clustering. Considering a predefined categorization performed by a medical expert, a novel shape-based method obtained the highest external validation measure in terms of adjusted rand index. The predefined clusterings constitute the basis of a supervised machine learning step that is part of our ongoing research.
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1. Introduction

The disaccharide lactose and the monosaccharide fructose play an important role in our diet. Lactose is an integral part of most dairy products whereas fructose can be directly linked to highly processed foods containing sugars in large quantities. Physiologically, lactose is broken down by the enzyme lactase into its monosaccharide components glucose and galactose which are then absorbed by the brush border of the epithelial cells lining the small intestine. About 65% of humans, however, downregulate the production of lactase after weaning resulting in lactose malabsorption [1]. In contrast, fructose is directly transported across intestinal epithelial cells by the Glucose Transporter 5 (GLUT5). This transport process is mediated via facilitated diffusion and its transport capacity is limited. On entering intestinal epithelial cells, fructose is converted to glucose to a high degree [2]. Excess fructose enters the liver via the portal vein system, possibly inducing nonalcoholic fatty liver disease. Not surprisingly, 34% of humans develop fructose malabsorption but the underlying detailed mechanisms are still elusive [3]. In general, carbohydrate malabsorptions lead to intestinal fluid retention, causing diarrhea
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and abdominal distention [4]. Carbohydrate malabsorption (CM) is often accompanied by Small Intestinal Bacterial Overgrowth (SIBO), which is defined as an increase in the number and/or alteration in the type of bacteria in the small intestine [5]. Hydrogen breath tests are a well-established diagnostic tool to identify pathophysiology of functional gastrointestinal disorders such as CM and SIBO [6].

In this work, we analyze hydrogen breath tests resulting from lactose and fructose tolerance tests using unsupervised machine learning approaches with the aim of identifying new characteristic patterns in H\textsubscript{2} time series data. In general, unsupervised methods search patterns without requiring a label. Clustering methods are one popular representative of this category. Objects within one cluster have, in general, a higher similarity compared to objects of another cluster. The number of clusters can be either specified by the scientist or determined by evaluating different cluster metrics. Recently, Rubio-Escudero et al. [7] applied data mining techniques to lactose-based hydrogen breath test data including clustering based on \textit{k}-means using Euclidean distance. The authors used three cluster indexes (i.e., Silhouette, Davis-Bouldin, and Dunn Index) to obtain a suitable number of clusters. In our work, we compare different clustering method using a total of 26 clustering indexes for internal validation. In a next step, we perform external validation using a predefined categorization scheme. To our best knowledge, the combined application of unsupervised learning methods using internal and external validation measures to results of lactose and fructose hydrogen breath tests has not been described previously.

2. Methods

2.1. Dataset

We included 4302 breath gas samples in our study, where 1879 samples result from a lactose tolerance test (LTT) and 2423 samples from a fructose tolerance test (FTT). Each trajectory (i.e., time series) includes five H\textsubscript{2} measurements taken in intervals of 30 minutes. Tab. 1 summarizes the experimental details. For a detailed description of the implementation of the hydrogen breath tests the authors refer to [8]. The persons included in this study gave written informed consent. The consecutive statistical analysis was performed using anonymized data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Test substance</th>
<th>Dosage in 250 ml water</th>
<th>Readings (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTT</td>
<td>Lactose</td>
<td>50 g</td>
<td>0-30-60-90-120</td>
</tr>
<tr>
<td>FTT</td>
<td>Fructose</td>
<td>25 g</td>
<td>0-30-60-90-120</td>
</tr>
</tbody>
</table>

2.2. Unsupervised Learning Approach

We use partitional, hierarchical and a relatively new category of shape-based clustering methods to identify characteristic patterns in the H\textsubscript{2} time series data resulting from LTT and FTT.
2.2.1. **Partitional Methods**

Partitional clustering methods separate objects into a set of disjoint clusters [11]. The most popular method of this category is the \( k \)-means algorithm, which is employed in this work. Each object is assigned to its nearest cluster center according to the Euclidean distance between the two [12]. The parameter \( k \) represents the number of clusters and is a user defined parameter. A more robust version uses centric objects in the cluster as representatives.

2.2.2. **Hierarchical Methods**

Hierarchical methods identify clusters by merging (agglomerative) or splitting (divisive) objects into clusters [13]. Finally, a dendrogram indicates the resulting cluster hierarchies. The similarity between objects is quantified by using distance measures such as Euclidean distance. Methods to measure the distance between clusters (each consisting of multiple objects) include single link (minimum distance) or complete link (maximum distance between objects of each cluster). We use the more advanced Wards method that is based on a classical sum-of-squares criterion [14].

2.2.3. **Clustering According to Shape**

Transferring classical clustering approaches to longitudinal data, the majority of methods consider similarities at local time points. In contrast, Genolini et al. propose a method to group trajectories based on similarities in shapes [10]. In particular, the authors use a generalized distance of Fréchet and curve alignment to quantify similarity of trajectories. In our work we use the R implementation of this method (package \textit{kmlShape}).

2.3. **Cluster Evaluation Approach**

2.3.1. **Internal Validation Measures**

Internal validation measures evaluate the quality of clusters based on measures such intracluster compactness and isolation, geometric or statistical properties, number of data objects and dissimilarity or similarity measurements [15]. Thus, these measures do not need external information. Popular representatives include the Silhouette [16] index that uses comparison of cluster tightness and separation. Davies-Bouldin [17] and Dunn index [18] use intercluster (i.e., distances between clusters) and intracluster (i.e., distances within a cluster) metrics to evaluate a clustering. Internal validation measures can be used to determine a suitable number of clusters. Charrad et al. propose a method that uses different indexes and determines the final number of clusters by majority voting [15]. In particular, the method includes the following steps:

1. Calculate \( k \in K \) clusters where \( k = 2, 3, ..., k_{\text{max}} \) using a particular clustering method \( m \in M \)
2. Calculate \( v \in V \) internal validation measures for each \( k \)
3. Generate a recommendation of relevant number of clusters \( r \in R \) for each \( v \in V \). Depending on the methodology, select \( r \) with the smallest or highest index value.
4. Summarize all relevant number of clusters by using majority voting
As an example, let the relevant number of clusters suggested by Silhouette and Dunn index (both use a number of clusters where index reaches a maximum) be 3 and the relevant number of clusters suggested by Davis-Bouldin (relevant number of clusters is where index reaches a minimum) be 4. In this case, the final number of clusters obtained by majority voting would be 3. In our analysis, we use \( k \)-means and hierarchical clustering as clustering methods (M). The maximum number of clusters \( k_{\text{max}} \) was set to 8. A total of 26 clustering indexes were used (see [15] for further information).

2.3.2. External Validation Measures

External validation measures require external information. The Rand index (RI) and the adjusted Rand index (ARI) are two common measures to quantify how close clusters are to predefined reference partitions [18]. Our reference partition was defined by a medical expert. Formally, for a 2 x 2 contingency table (see Table 2), the adjusted rand index (ARI) is computed by Equation 1 [19].

### Table 2. A 2 x 2 contingency table comparing partitions U and V.

<table>
<thead>
<tr>
<th>Partition</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>Pair in same group</td>
</tr>
<tr>
<td>Pair in same group</td>
<td>a</td>
</tr>
<tr>
<td>Pair in different groups</td>
<td>c</td>
</tr>
</tbody>
</table>

\[
ARI = \frac{\binom{n}{2} - [a + b](a + c) + (c + d)(b + d)]}{\binom{k}{2} - [(a + b)(a + c) + (c + d)(b + d)]}
\] (1)

3. Results

3.1. Internal Cluster Validation

Fig. 1 depicts the frequencies among all 26 considered indices using lactose and fructose tolerance test results and using \( k \)-means and hierarchical as clustering methods. A number of 2 relevant clusters was proposed using the lactose dataset and the \( k \)-means clustering method (a majority of 7 indexes suggested this value). Using hierarchical clustering, the relevant number of clusters was 2 and three (each suggested by 7 indexes). The number of relevant clusters in the fructose dataset was 2, as well, suggested by a majority of 10 indexes using \( k \)-means and 8 using hierarchical clustering. Fig. 2 visualizes the corresponding mean trajectories for the datasets LTT and FTT. We observed no substantial difference between \( k \)-means and hierarchical clustering setting the number of clusters \( k = 2 \). The mean trajectory of the first LTT cluster describes a flat pattern increasing at 120 minutes. The mean trajectory of the second cluster shows a strong \( H_2 \) increase with a maximum at 120 minutes. The mean trajectory of the first FTT cluster shows a small increase with a maximum ppm value at 90 min. The mean trajectory of the second cluster shows again a strong increase with a maximum value at 90 minutes.
**Figure 1.** Frequencies among all indices using lactose tolerance test (top row) and fructose tolerance test (bottom row) using $k$-means (left column) and hierarchical (right column) as clustering methods.

**Figure 2.** Mean trajectories for the resulting suggested number of clusters ($n=2$) using lactose tolerance test (top row) and fructose tolerance test (bottom row) using $k$-means (left column) and hierarchical (right column) as clustering methods.
Table 3. Proportions of groups NEG, POS and SIBOS for the two considered datasets (LTT, FTT).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NEG (%)</th>
<th>POS (%)</th>
<th>SIBOS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT</td>
<td>75</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>FTT</td>
<td>59</td>
<td>27</td>
<td>14</td>
</tr>
</tbody>
</table>

3.2. External Cluster Validation

In contrast to obtaining the number of clusters by using internal validation measures, we used a categorization scheme proposed by a medical expert. The number of manually defined clusters was set to $k = 3$ representing the following groups:
1. Negative lactate or fructose test result (LNEG, FNEG)
2. Positive lactate or fructose test result (LPOS, FPOS)
3. Small intestinal bacterial overgrowth syndrome (SIBOS)

The proportion of the groups as categorized by the medical expert is given in Tab. 3. The corresponding mean trajectories for dataset LTT and FTT are depicted in Fig. 3.

Figure 3. Mean trajectories for the manually determined number of clusters ($k=3$) using lactose tolerance test (left) and fructose tolerance test (right).

The resulting ARI values using $k$-means, hierarchical clustering and clustering according to shape are depicted in Tab. 4. The highest ARI values were obtained using clustering according to shape, which was developed to efficiently cluster longitudinal data.

Table 4. ARI values for the considered datasets using $k$-means, hierarchical clustering and clustering according to shape.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>k-means</th>
<th>Hierarchical</th>
<th>Shape based</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTT</td>
<td>0.54</td>
<td>0.17</td>
<td>0.68</td>
</tr>
<tr>
<td>FTT</td>
<td>0.53</td>
<td>0.21</td>
<td>0.67</td>
</tr>
</tbody>
</table>
4. Discussion

In this work we analyzed $H_2$ trajectories of breath gas samples resulting from lactose and fructose tolerance tests. In contrast to [7], we analyzed clusters in trajectories of lactose and fructose hydrogen breath tests using internal and external validation measures. First, we searched for number of clusters using 26 internal validation indexes. Based on the majority voting as proposed by [15], we determined a total of 2 dominant clusters. However, biologically we would expect three clusters in each dataset (LTT and FTT) representing groups NEG, POS and SIBOS. The SIBOS group was comparable small (see Tab. 4) which might explain that this group is not identified as a separate cluster by most indexes. However, the Ball index suggested a number of three clusters for all experiments (see Tab. 5). The Ball index [21] uses measurements based on sums of squares as measure of dispersion [22]. After setting the number of clusters to $k = 3$ we externally evaluated our clustering methods using ARI. In addition to k-means and hierarchical clustering, we applied a new method using shape information [10]. The shape-based method reached the highest similarity between the reference partition (ARI of 0.68 for LTT and 0.67 for FTT, respectively).

We conclude that only a small amount of internal validation indexes such as Ball index were able to obtain a reasonable number of clusters in our data. It is further important to externally validate clusters by using medical expert knowledge. Clustering methods considering shape information turned out to be the best method for clustering longitudinal data resulting from lactose and fructose tolerance tests. In our ongoing work, we will apply supervised machine learning techniques to automatically predict the result of the tolerance test (i.e., positive, negative or SIBOS).

Table 5. Listing of all clustering indexes that suggested a total of three clusters for LTT and FTT dataset and the considered clustering methods k-means and hierarchical clustering.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Clustering method</th>
<th>Indexes suggesting $k=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTT</td>
<td>k-Means</td>
<td>TrCovW, Duda, PseudoT2, Ratkowsky, Ball</td>
</tr>
<tr>
<td></td>
<td>Hierarchical</td>
<td>Hartigan, Scott, TrCovW, TraceW, Ratkowsky, Ball, Frey</td>
</tr>
<tr>
<td>FTT</td>
<td>k-Means</td>
<td>Scott, TraceW, Friedman, Ball</td>
</tr>
<tr>
<td></td>
<td>Hierarchical</td>
<td>Scott, TrCovW, TraceW, Ratkowsky, Ball, Frey</td>
</tr>
</tbody>
</table>
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Abstract. In healthcare studies, the analysis of claims data is gaining an increasingly important role. Observational studies should be reported in a manner that promotes internal and external validity assessment, with the exact and standardized description of items. Several international guidelines and checklists for reporting on secondary data are available. The aim of this work was to analyse the applicability of reporting guidelines especially for claims data. The STROSA-2 guidelines recommendations were evaluated by means of a report on a study on triptan medications in Austria. Six items were identified which could be expanded to support complete and transparent report on Austrian claims data. Therefore, we would suggest to add some details in the STROSA-2 guidelines concerning study design, legal foundations, data protection, data flow, descriptive results and risk of bias. The guidelines for reporting on Austrian claims data were successfully compiled with additional items. New guidelines should be further processed and tested with strong recommendations to focus on data limitations and legal aspects.
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1. Introduction

Analysing claims data can help to identify gaps in care, to reduce resource consumption and to evaluate effectiveness and safety of medications and medical procedures. Routinely collected health data (e.g. administrative data or patient records) are frequently used for observational studies and health technology assessment [1], [2]. But the limitations and quality of studies using routinely collected health data are also discussed [3]. Especially claims data have several strong limitations, like incompleteness in terms of clinical diagnoses or inaccuracy [4]. They contain information from different parties in form of bills for the care they provided, where data linkage from different sources can lead to data privacy issues [5]. Despite limitations, the information contained on a bill is still valuable. For example, such data as vital signs or clinical notes are omitted, but records of procedures and diagnoses are kept [6].

Observational studies should be reported in a manner that promotes internal and external validity assessment. The exact and standardized description of studies is very
important. There are several international guidelines for reporting on secondary data available.

The STROBE Statement [7], [8] is a reporting guideline of observational studies in epidemiology, comprising a checklist of 22 items. It was developed in 2007 by the STROBE Initiative, an international collaboration of researchers, epidemiologists, statisticians, and journal editors.

RECORD [9], [10] is an international initiative that developed a STROBE-based reporting guideline for studies conducted using routinely collected health data in 2015.

RECORD-PE [11], [12] is a reporting guideline developed in 2018, based on RECORD for reporting of non-interventional pharmacoepidemiological studies.

Considerations not covered by STROBE and RECORD were described and tested by experts from the German Society for Social Medicine and Prevention, the German Society for Epidemiology and the German Network for Health Services Research. This resulted in a new checklist, STROSA-2 (revised) [13] compiled in 2016 for the reporting of secondary data analysis in Germany.

The aim of this work was to analyse and compare the existing guidelines and adapt them in order to address reporting items, which are specific for studies using the Austrian claims data.

STROSA-2 criteria were used for a preliminary report on a triptan medications study. This study was conducted on Austrian claims data from the GAP-DRG database. The Austrian GAP-DRG (General Approach for Patient-oriented outpatient-based Diagnosis-Related Groups) database [14] has been used for multiple studies [15], [16], [17] in different clinical areas.

2. Methods

2.1. Reporting Guidelines

We analysed the STROBE, RECORD and STROSA criteria for missing details. A short overview of items from each checklist is presented in Table 1.

2.2. Study on triptan medications

We tested the STROSA-2 recommendations by means of a report on a study on triptan medications. The study was conducted on Austrian claims data from the GAP-DRG database. It explored the health status of the prescription patterns and linkages between triptan use, overuse, and cardiovascular diseases of triptan users over the age of 50.

2.3. GAP–DRG

The Austrian healthcare system includes a compulsory healthcare insurance and covers three major areas: inpatient care, outpatient care and the drug supply. Inpatient care is carried out mainly in hospitals. Outpatient care includes all the treatments by practitioners, specialists and outpatient clinics. The supply of prescription drugs takes place in pharmacies.
Table 1. Comparison of STROBE, STROSA 1, STROSA 2 and RECORD reporting guidelines (adapted from [13]); N = no specific recommendations, E = suggested extensions.

<table>
<thead>
<tr>
<th>STROBE</th>
<th>STROSA-1</th>
<th>STROSA-2</th>
<th>RECORD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Title, Abstract</strong></td>
<td>Title, Abstract</td>
<td>Title, Abstract, Keywords</td>
<td>Title, Abstract</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>Keywords</td>
<td>N</td>
</tr>
<tr>
<td><strong>Introduction</strong></td>
<td>Introduction</td>
<td>Introduction</td>
<td>Introduction</td>
</tr>
<tr>
<td>Background/rationale</td>
<td>Background/rationale</td>
<td>Background/rationale</td>
<td>Background/rationale</td>
</tr>
<tr>
<td>Objectives</td>
<td>Objectives</td>
<td>Objectives</td>
<td>Objectives</td>
</tr>
<tr>
<td><strong>Methods</strong></td>
<td>Methods</td>
<td>Methods</td>
<td>Methods</td>
</tr>
<tr>
<td>Study design</td>
<td>Study design</td>
<td>Study design</td>
<td>Study design</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Framework</td>
<td>Data origin</td>
<td>EN</td>
<td>EN</td>
</tr>
<tr>
<td>Legal foundation</td>
<td>Legal foundation</td>
<td>EN</td>
<td>EN</td>
</tr>
<tr>
<td>Data flow</td>
<td>Data flow</td>
<td>EN</td>
<td>EN</td>
</tr>
<tr>
<td>Study curriculum</td>
<td>Selection criteria</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Unit of analysis</td>
<td>Unit of analysis</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Participants</td>
<td>Participants</td>
<td>Participants</td>
<td>Participants</td>
</tr>
<tr>
<td>Internal validations</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Variables</td>
<td>Variables</td>
<td>Variables</td>
<td>Variables</td>
</tr>
<tr>
<td>Data sources/ measurement</td>
<td>Classification Systems</td>
<td>N</td>
<td>Data sources/ measurement</td>
</tr>
<tr>
<td>Bias</td>
<td>Bias</td>
<td>N</td>
<td>Bias</td>
</tr>
<tr>
<td>Study size</td>
<td>Study size</td>
<td>Study population size</td>
<td>Study size</td>
</tr>
<tr>
<td>Quantitative variables</td>
<td>Quantitative variables</td>
<td>N</td>
<td>Quantitative variables</td>
</tr>
<tr>
<td>Statistical methods</td>
<td>Statistical methods</td>
<td>Statistical methods</td>
<td>Statistical methods</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td><strong>Results</strong></td>
<td>Results</td>
<td>Results</td>
<td>Results</td>
</tr>
<tr>
<td>Participants</td>
<td>Selection of study population</td>
<td>Participants</td>
<td>Participants</td>
</tr>
<tr>
<td>Descriptive data</td>
<td>Description of participants</td>
<td>Descriptive results</td>
<td>Descriptive data</td>
</tr>
<tr>
<td>Outcome data</td>
<td>Statistical measures</td>
<td>N</td>
<td>Outcome data</td>
</tr>
<tr>
<td>Main results</td>
<td>Main results</td>
<td>Main results</td>
<td>Main results</td>
</tr>
<tr>
<td>Other analyses</td>
<td>Other analyses</td>
<td>Other results</td>
<td>Other analyses</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td><strong>Discussion</strong></td>
<td>Discussion</td>
<td>Discussion</td>
<td>Discussion</td>
</tr>
<tr>
<td>Key results</td>
<td>Key results</td>
<td>Key results</td>
<td>Key results</td>
</tr>
<tr>
<td>Limitations</td>
<td>Limitations</td>
<td>Internal validity and risk of bias</td>
<td>Limitations</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Interpretation</td>
<td>Interpretation</td>
<td>Interpretation</td>
<td>Interpretation</td>
</tr>
<tr>
<td>Generalisability</td>
<td>Generalisability</td>
<td>Generalisability</td>
<td>Generalisability</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td><strong>Conflicts of interest</strong></td>
<td>Further Information</td>
<td>Funding</td>
<td>N</td>
</tr>
<tr>
<td>Funding</td>
<td>Funding</td>
<td>Funding</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>Role of data owners</td>
<td>Role of data owners</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>Other conflicts of interest</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>Accessibility of protocol, raw data, and programming code</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The research database GAP-DRG of the Main Association of Austrian Social Security Institutions (HBV) contains routinely collected data from various data sources from 2006 to 2011. The data available in GAP-DRG include hospital stays, prescribed
and dispensed medications, the medical field of the physicians, social security providers, sick leaves (including their duration) and others.

The diagnosis-related model (DRG) is the regulatory framework for standardized grouping and scoring of inpatient hospital stays [18]. The assignment of a DRG depends on a patient’s age and sex, their main and secondary diagnoses, procedures, comorbidities, complications and discharge status [19].

The billing data of Austrian health insurances (2006–2011) were transmitted to the HVB, integrating data from the Folgekosten-Datenbank (FoKo database), the Minimal Basic Data Set (MBDS) of the Federal Ministry of Health (BMG), billing data of public hospitals and the Private Hospital Financing funds.

All data collected from the individual health insurances and BMG were merged into one database. Double entries were removed and regional characteristics of both, the insurers and the insured parties were aggregated. The review of the data quality focused mainly on the completeness and consistency of the data.

2.4. Legal Aspects

Data protection requirements are governed by the European Data Protection Regulation (GDPR) [20]. Article 9 thereof provides an exemption for processing of personal data for scientific purposes [21]. The Austrian data protection law (DSG) [22] is compliant with European data protection regulations.

The data from the GAP-DRG are pseudonymised and stored on a multi-layered encrypted server. They can be restored to their original state, allowing for individuals to be re-identified. Direct access to the GAP-DRG servers is exclusively granted to the so-called custodians, which are specifically trained in data protection. Only data necessary for a specific study are transferred to the research server.

Access to the research server has to be granted by the HVB. Authorized persons (e.g. statisticians) can access it via a VPN (virtual private network) connection.

3. Results

The STROBE and RECORD criteria meet most of the requirements for reporting of secondary data analysis. Although RECORD was initiated as a reporting standard for routine data analysis, following the introduction of the GDPR in the EU, neither RECORD nor STROBE were fully suitable for reporting of claims data.

We identified six items not covered by STROSA-2, which focus on reporting of Austrian claims data, concerning study design, legal foundations, data protection, data flow, descriptive results and risk of bias.

The report should clearly state the original purpose of the data collection, underlining that the study is based on secondary data. We recommend to capture this under item 5 (‘Study design’).

The research question should be formulated precisely and included in the study design. This is important for the analysis, study design, data extraction, time framework and costs. A written protocol that determines the study characteristics is essential for the analysis of the secondary data. All studies conducted on Austrian claims data must be approved by the Ethics committee. We recommend to expand item 7 (‘Legal foundations’) to provide the information on the Ethics committee decision, project name, protocol, enrollees, institution and sponsors.
The analysis of billing data must comply with Austrian and European data protection law. It must not be possible to identify an individual based on their healthcare data used in the research. Safety measures, such as involving data custodians in the data selection process, anonymization or pseudonymisation of personal references, and data encryption, must be applied. Our recommendation is to expand item 8 (‘Data protection’) to indicate how the data from the claims database are pseudonymised and encrypted.

However, even though the data are merged into a single database, many data preparation steps are necessary for each new project. Data extraction from the database requires both expertise in database management and replication, and deep knowledge of the Austrian healthcare system. We recommend to expand the item 9 (‘Data flow’) to describe if and how data sources in the database were linked at a macro and micro level.

The biggest disadvantage of the data from the claims database is their incompleteness in terms of patients’ outpatient diagnoses, clinical information and socio-demographic characteristics. The BMG provides the MBDS data without the personal reference (anonymized data) [14]. Since MBDS contains only information on stays and services provided but no patient reference, patients’ paths cannot be completely retraced throughout the healthcare system. Thus, we recommend to include the characteristics of the study population in item 16 (‘Descriptive results’) and describe selection criteria based on data quality and linkage.

The STROSA-2 reporting guidelines were developed following the GPS (Good Practice in Secondary Data Analysis) recommendations [23]. Internal validity and risk of bias are aspects covered in the ‘Discussion’ section of the STROSA-2 guidelines. Any potential selection bias or confounders should be considered and documented. It is a fact that Austrian claims data do not contain the same information value as clinical data. The database covers most of the general population, but for example does not include the information on diagnoses for outpatient treatments. Therefore, some illnesses can only be inferred if the patient was prescribed and dispensed certain medications for the treatment of those diseases. Prescribed medications dispensed to patients who are exempt from payment due to low income or severe chronic diseases are also not included in the database. ICD codes documented for billing purposes often differ from diagnoses used in everyday clinical practice. Our recommendation is to expand item 20 (‘Internal validity and risk of bias’) to discuss the limitations of the study such as the missing data, and methods and quality of the data linkage.

Items resulting in the report on the study being incomplete, are marked with ‘E’ in Table 1. Additional recommendations with explanations are presented in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Recommendations for reporting on Austrian Claims Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Study design (METHODS)</td>
</tr>
<tr>
<td>STROSA-2 recommendations</td>
</tr>
<tr>
<td>Demonstrate that the study is based on secondary data, what primary purpose it served, and whether you have selected a cross-sectional, cohort, case-control, or other study design within your secondary data analysis.</td>
</tr>
<tr>
<td>Additional recommendations</td>
</tr>
<tr>
<td>Demonstrate that the study is based on secondary data and state the original purpose of the data collection, such as if data were administrative or claims data. Study design should include the methods of the study populations selection and elaboration on used classifications or developed algorithms. Example: One of the data sources integrated in the GÄP-DRG database is MBDS which consists of administrative data (e.g. personal data), patient’s medical records (e.g. diagnosis), and LKF data (claims).</td>
</tr>
<tr>
<td>7. Legal foundation (METHODS)</td>
</tr>
<tr>
<td>STROSA-2 recommendations</td>
</tr>
</tbody>
</table>
Describe the legal basis for data disposal and analysis.

**Additional recommendations**

Include the information on: Vote (Votum) from the Ethics committee, project name and protocol, enrollees, institution and sponsors.

*Example: All studies conducted on Austrian health care records must be approved by the Ethics committee.*

8. **Data protection (METHODS)**

STROSA-2 recommendations

Indicate how personal and/or institutional data protection was ensured

**Additional recommendations**

Indicate how the health data from the research database are pseudonymised and stored.

*Example: Pseudonymised data can be restored to their original state, with the addition of information by a data custodian, allowing for individuals to be re-identified. Removing of personal references guarantees the anonymity of the study population, but the possibility of retracing individuals has to be disabled as well. Therefore, for study on triptans, the exact date of birth and full postal codes are removed, keeping only the birth year and the district.*

Indicate if and how data from different sources in the database were linked.

*Example: Linkage of the claims data from healthcare providers with the data reported through the Regional Health Funds to the Federal Ministry of Health. Data from insurance carriers include social security numbers but personal data are pseudonymised due to privacy rules and regulations. On the other hand, the social security number is completely removed (anonymized) from the records by the Regional Health Funds.*

9. **Data flow (METHODS)**

STROSA-2 recommendations

Represent the data flow and indicate who carried out the data provision and analysis. If necessary, describe how data from different data sources was linked

**Additional recommendations**

Indicate if and how the data sources in the claims database were linked at a macro level.

*Example: Healthcare providers report to insurance carriers, where hospitals additionally report through the Regional Health Funds to the BMG. The data from insurance carriers include pseudonymised personal data. The data reported to BMG are anonymized and it is not possible to determine if two registered hospitalizations belong to the same patient. A record linkage was developed by the DEXHELPP team (Decision Support for Health Policy and Planning: Methods, Models and Technologies based on Existing Health Care Data) to find a unique person identifier for each event recorded in MDHS and hospital reports to the insurance carriers.*

Indicate if and which data sources were linked at a micro level, such as data not included in the database, but necessary for the study analysis. Describe the data architecture and all layers of the ETL process. Describe additional materials imported into the data staging layer.

*Example: NUTS region codes can be used to link patients district of residence to the ÖSG Versorgungscode (care-supply region codes). The linkage can be performed on the research server.*

16. **Descriptive results (RESULTS)**

STROSA-2 recommendations

Describe the characteristics of the study population as well as exposures and possible confounders. Take into account whether there is a case or personal reference or the level of aggregation of the data

**Additional recommendations**

Describe in detail the characteristics of the study population and include selection criteria based on the data quality and linkage.

*Example: In study on triptan medication, a cardiovascular disease was presumed if participants were dispensed certain medications. The majority of those participants didn't have the diagnosis recorded in the claims database. Characteristics of the study population can be described in the form of a diagram.*

20. **Internal validity and risk of bias (DISCUSSION)**

STROSA-2 recommendations

Discuss the risk of bias (selection bias, information bias, confounding, etc.) and the measures you have taken to determine its presence and extent

**Additional recommendations**

Discuss the limitations of the study such as missing data. If data linkage was performed, methods and quality of the outcome should be specified.

*Example: The GAP-DRG claims database does not contain data on outpatient diagnoses or over-the-counter medications (OTC).*
4. Discussion

Austrian claims data can be reused in studies to serve as a foundation for better understanding and decision support in healthcare. For conducting a secondary data analyses we suggest to follow the GPS recommendations [23]. The aim of this work was to analyse the applicability of reporting guidelines specifically to claims data. Several international guidelines and checklists for reporting on secondary data are available. The STROBE and RECORD criteria meet most of the requirements for reporting of secondary data analysis, but none were fully suitable for reporting of Austrian claims data. The STROSA-2 guidelines recommendations were evaluated by means of a report on a study on triptan medications in Austria. We found more details could be provided in six items, in particular study design, legal foundations, data protection, data flow, descriptive results and risk of bias. Other items allowed complete and transparent reporting.

The adaptation of STROSA-2 reporting guidelines can provide reviewers and readers with reliable information, promote the quality of research design and help to assess the validity of the results. The report should include the information on the original purpose of the data collection, vote from the Ethics committee and data protection methods. The characteristics of the study population and selection criteria should be provided. The data architecture, all layers of the ETL process, and how the data sources in the claims database were linked both at a macro and micro level should be described. One of the most important aspects of the report is to discuss the limitations of the study in question, such as missing data (e.g., OTC medications) or inaccurate data (e.g., discrepancies caused by delays in billing dispensed drugs). If data linkage was performed, methods and quality of the outcome should be specified.

Our suggested guidelines extensions must be further analysed and discussed, especially the international applicability. E.g., the main and secondary diagnoses are the most important usable data from claims databases. However, in different countries they may be recorded for different purposes and could as well differ in meaning. It is therefore crucial to describe their interpretation precisely in order to secure the comparability of studies.

New recommendations expand the STROSA-2 criteria to reporting on observational studies conducted on Austrian claims data. The present work is an evaluation of the STROSA-2 guidelines based on a clinical study. It provides suggestions for a refinement on limitations and legal aspects. However, these guidelines could be further developed to support complete and transparent reporting of studies conducted on claims data.
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Abstract. Background: Considering the impacts of the COVID-19 pandemic on health service delivery, the US Office for Civil Rights (OCR) updated the policies on health data processing, and Health Insurance Portability and Accountability Act (HIPAA). Objectives: In this study, we investigated discourses on HIPAA in relation to COVID-19. Methods: Through a search of media sources in the Factiva database, relevant texts were identified. We applied a text mining approach to identify concepts and themes in these texts. Results: Our analysis revealed six central themes, namely, Health, HIPAA, Privacy, Security, Patients, and Need, as well as their associated concepts. Among these, Health was the most frequently discussed theme. It comprised concepts such as public, care, emergency, providers, telehealth, entity, use, discretion, OCR, Health and Human Services (HHS), enforcement, business, and services. Conclusion: Our discourse analysis of media outlets highlights the role of health data privacy law in the response to global public health emergencies and demonstrates how discourse analysis and computational methods can inform health data protection policymaking in the digital health era.
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1. Introduction

The COVID-19 pandemic, as a “Public Health Emergency of International Concern (PHEIC)” [1], demonstrated the limitations of the current business models for effective service delivery in the time of crisis [2]. As a rapid response to the pandemic, healthcare entities and business associates are seeking to transform their business models by using digital health solutions such as telehealth [3]. However, throughout the process of digital health transformation, healthcare providers and third parties still must be mindful to comply with the data protection laws and regulations during the pandemic. Given the impacts of this ongoing and evolving phenomenon, current laws and regulations on data privacy require adaptation to this public health context. In response to the COVID-19 crisis, the US Office for Civil Rights (OCR) has issued notifications of enforcement discretion, announcements, guidance, and resources for several concerns related to Health Insurance Portability and Accountability Act (HIPAA) compliance. These announcements include the use of telehealth, web-based
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scheduling, Health Information Exchanges (HIE), and contact to COVID-19 patients for public health purposes [4]. Telehealth was among the first and key digital health areas, for which the OCR issued notifications regarding amended policies for data processing, privacy, and security under HIPAA. These notifications, in turn, triggered discourses on health information system use and compliance in the academic and media outlets [e.g., 5, 6].

This research is a response to the World Health Organization (WHO) calls for studies in the pandemic context and seeks to identify the central HIPAA-related topics in the news media discourse. Following the PHEIC, WHO has proposed a roadmap for “powering research to control the epidemic” [1]. This research, as a path towards contribution to the management of ‘pandemic information systems’, is aligned with the WHO roadmap and the calls for research. Existing research has explored the legal implications of HIPAA privacy for public health [7, 8]. However, in the context of pandemics, discourses of privacy regulations (e.g. HIPAA) have not been explicitly investigated. Despite the arguably critical impacts of COVID-19 as a public health emergency on health regulation compliance and privacy practices, research in this field is scant. The purpose of the present research is to identify the discourses on HIPAA in the time of a pandemic, and to contribute an understanding of relevant privacy issues and health data protection practices.

In this study, we analyzed news media discourses about HIPAA and the COVID-19 public health crisis. More specifically, through a discourse analysis empowered by a text analytics approach, we attempted to represent concepts and themes related to the privacy laws, users, health data, and health IT artifacts as indicated in the media. Given the identified concept and themes, this research informs future investigations and policies to better understand the complexity of data protection in digital health implementation, use, and transformation.

2. Methods

To discover discourses on HIPAA and COVID-19, we used the Factiva database. As the database covering region-specific and international news, Factiva has been used for discourse analysis in different disciplines from information systems to public health policy [9, 10]. Given the context and aim of our research, a discursive approach to news media offers valuable insights into the academic literature [11]. Media discourses are driven by timeliness (e.g., capturing the latest practices in privacy management in the time of COVID-19) and practicality (e.g., descriptions of the significant consequences of the pandemic and HIPAA). The search was conducted on 17 January 2021, using this search string: ((HIPAA OR "Health Insurance Portability and Accountability Act" OR "Office for Civil Rights")) AND (COVID or Coronavirus or SARS-CoV-2)). The search was limited to ‘news headline’ and the English language. This search strategy has resulted in the identification of 55 records. After removing duplicates and screening the news in terms of relevancy to the research aim, 42 news articles were included for text analytics and discourse analysis. We used Leximancer (www.leximancer.com) for identifying discourse concepts and themes. Leximancer is text mining software for analyzing and visually representing the concepts in collections of textual documents. It extracts concepts from words which have similar meanings and/or appear together, even when the documents use different styles and formats [12]. Before analyzing news texts by Leximancer, we applied a data cleaning step to achieve
a faithful concept map. This step involved removing irrelevant texts such as authors, and publishers’ names, URLs, and advertisements about service providers. Finally, a document contains 23,507 words arranged in 42 articles was imported to Leximancer for the analysis. Our interpretations of discourses on HIPAA and COVID-19 are based on the identified concepts and themes from text analysis and reflection of illustrative quotes in the news articles. Our text analysis process is illustrated in Figure 1.

3. Results

3.1. Descriptive analysis

Through the descriptive analysis, we provided an overview of the findings. Textual analysis on HIPAA discourses in the context of COVID-19 shows a concept map with six clusters (themes) as shown in Figure 2. The six themes, labeled by Leximancer based on the most prominent concept in the cluster of words, are Health, HIPAA, Privacy, Patients, Security, and Need. These themes and their hits with relevant concepts are also represented in Table 1.
Figure 2. Concept map and network of HIPAA and COVID-19 discourses.

Table 1. Dominant themes, hits, and concepts

<table>
<thead>
<tr>
<th>Themes</th>
<th>Hits*</th>
<th>Concepts (number of concepts in the cluster)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>441</td>
<td>Health, public, covered, care, emergency, during, providers, telehealth, entity, use, discretion, enforcement, OCR, services, including, business, HHS, provide (n=18)</td>
</tr>
<tr>
<td>HIPAA</td>
<td>398</td>
<td>HIPAA, COVID, pandemic, information, PHI, data, compliance, guidance, law, necessary (n=10)</td>
</tr>
<tr>
<td>Privacy</td>
<td>214</td>
<td>Privacy, patient, requirements, healthcare, medical, time, crisis (n=7)</td>
</tr>
<tr>
<td>Patients</td>
<td>163</td>
<td>Patients, video, communication, technology, include, used, using (n=7)</td>
</tr>
<tr>
<td>Security</td>
<td>101</td>
<td>Security, employees, employers, people (n=4)</td>
</tr>
<tr>
<td>Need</td>
<td>44</td>
<td>Need, staff (n=2)</td>
</tr>
</tbody>
</table>

Note: * number of hits for dominant concepts in the map.
3.2. Thematical explanations

In this subsection, we briefly explain discourses around the main six themes and related concepts.

3.2.1. Health

Health as the main theme among six consists of 18 concepts. The discourses around this theme are related to the department of Health and Human Services (HHS), Office for Civil Rights (OCR), and notification of enforcement discretion for using telehealth by healthcare providers during public health emergencies. The OCR is responsible for enforcing certain privacy regulations [13]. During the COVID-19 public health emergency, the notices for using telehealth platforms (e.g., Skype, Zoom, GoToMeeting) align with the good faith provision provoking discussions which represent in news. While before the pandemic, there were data protection concerns about the telehealth platforms, healthcare providers see this notification as an opportunity to improve public access to health services. These are reflecting both concerns, e.g., “Before, it [using Skype] may not have been technically compliant from a security perspective …” [14], and opportunities, e.g., “The department now allows doctors to provide health services through audio or video on sites like Skype and FaceTime so they can see a greater number of patients and reach out to those sheltering in their homes” [15].

3.2.2. HIPAA

The second theme that emerged in our analysis is HIPAA. Conversations around this theme are surrounded by concepts related to Protected Health Information (PHI), law, compliance, guidance, and necessary in the COVID-19 pandemic context. For instance, one discourse is upon how healthcare providers may disclose PHI about a COVID-19 patient to first responders (e.g., paramedics, medical transport personnel) and public health authorities in compliance with the HIPAA [16]. In line with this HIPAA law and PHI discourses, another data protection related concept that emerged from the text is ‘minimum necessary’. This means healthcare providers “must make a reasonable effort to disclose only the ‘minimum necessary’ PHI to accomplish the purpose” in the context of COVID-19 [17]. Contributing to this discourse, a healthcare attorney has emphasized practicing minimum necessary in all states of the US: “Hospitals, regardless of what state they’re based in, should only share the minimum necessary information with coroners and medical examiners to ensure compliance with HIPAA”[18].

3.2.3. Privacy

At the center of the concept map (see Figure 2), Privacy, as the third theme, shapes discourse on requirements, healthcare, patient, medical concepts in the time of crisis. While the OCR temporarily easing some regulatory requirements during the public health emergency, the discourse analysis shows perspectives on protecting health data privacy. The followings are examples from two attorneys’ viewpoints concerning protecting data privacy during the pandemic: a) “Although OCR is easing requirements during this public health emergency, healthcare providers must nevertheless take steps to ensure the privacy of their patients’ medical information” [19] and b) “Remember
that even with waivers and relaxed requirements, OCR still expects HIPAA compliance" [14].

3.2.4. Patients

The fourth theme (Patients) includes concepts regarding the use of new models of service delivery to patients such as remote communication technologies and platforms, especially those that have an affordance for video consultation. As in pandemic context under HIPAA, providers have more opportunities to change their business model, understanding how effectively to use digital technology in a compliant manner is critical. Regarding this discourse, a health information specialist said:

"In cases in which the provider uses an allowed video messaging application like Facebook Messenger, it is best for staff to use a company account rather a personal account in order to prevent sharing a provider’s personal information. [...] all virtual care provided should be documented like any other clinical visit" [15].

Also, in using such third-party platforms, informed consent should be considered. For instance, one report states: "It is important that healthcare providers notify patients that the third-party communication platforms that they are using to communicate may introduce privacy risks" [19].

Other concerns are rising from the use of certain public video call platforms which are not authorized by the OCR for telehealth service delivery such as TikTok and Facebook live [20].

3.2.5. Security

The security theme in the analysis is people-oriented concepts in an organizational setting such as employees, employers. Like the previous theme (Patient), in this theme, we see discourses related to the use of technology. However, the main concern, here, is on the security aspects and human errors in an organizational context such as the use of telehealth and remote working. For example, experts have expressed concerns about cyber awareness and error in using technology by healthcare employees during the pandemic and potential data breaches:

"Healthcare administrative staff working remotely sharing a picture of their new home office set-up on social media with protected information visible on their computer monitor or within paperwork on their desk", said a director of healthcare consulting as an example of human error threatening to privacy and security [14]. On the discussions about remote working and cyber awareness, an expert recommended, "not opening any emails with COVID-19 in the title unless a user knows exactly who sent the message" [15].

Another security discourse elaborated in this theme is related to preparations for the post-pandemic. For example, a regulatory compliance expert suggests "Covered entities should think about the transition back to meeting all HIPAA requirements when the public emergency is removed, particularly with respect to telehealth security requirements" [14].

3.2.6. Need

The final theme in our analysis comprises two connected concepts of need and staff in which need is the dominant concept. As evident in Figure 2 and Table 1, a few discourses are related to this theme. From our analysis, we identified two types of
needs discussed concerning the staff: understanding the need for informed use of technology, and HIPAA compliance mobile apps which are minimizing the risk of COVID-19 exposure for staff. The followings are illustrative examples of the concepts of informed use, e.g., “People may be surfing the web for any information about pandemic, so staff members need to be quite vigilant about inadvertently clicking on phishing-related links” [15], and HIPAA-compliant mobile apps, e.g., “We realized that customers where putting their staff at risk by using iPads and tablets in COVID-19 patient rooms with standard, unsecure video solutions”. “The new features enable secure remote calling into the room without the need for a staff member to enter the room to answer or launch the call” [21].

4. Discussion

Our research is inspired by two calls for research. The WHO calls for “powering research to control the epidemic”. Likewise, the Information Systems discipline scholars call for studying epidemics “based on the position on the social-technical continuum” [22].

Drawing on discourses on HIPAA and Covid-19 pandemic, we discussed six themes and important concepts such as telehealth, minimum necessary PHI, and compliance issues in the public health emergency context. Our study extends and contributes to the existing discourse on data privacy [23]. We also offer fresh insights regarding the regulations of IT artifact and data processing in the pandemic context [24] As evident in our analysis of texts in media, an important practical implication is the centrality of the notion of privacy in the pandemic context. We highlighted the importance of including concepts such as ‘public health’ and ‘telehealth’ in policymaking and regulating data processing in the digital health era.

The global Covid-19 pandemic has accelerated the widespread adoption and use of health technologies such as telehealth [2, 25]. Inevitably, technology and data privacy regulations such as HIPAA have to adapt and adjust. Our study demonstrates that discourse analysis and computational methods such as concept mapping with Leximancer can be practical tools in identifying and analyzing important issues as reflected in public media. This approach can potentially be used by regulators for sensing and responding to public demands in an efficient and effective manner.

Gaining insights from the lens of media discourses, this research further sheds light on the complexity of data protection in the public health context. We also expect our results inform the significance of health data privacy protection, regulations, and policy-making. Finally, the concept mapping revealed in the discourses provides an indication and road map of future opportunities in data privacy research in the current pandemics and beyond.

Inherently, our research has limitations. Our identification of the HIPAA related themes is dependent on the sample data from an international news database. Understanding news media discourse is insightful for both academics and policy makers. Nevertheless, our findings are inherently biased toward journalistic perspectives and genres of text. To provide complementary perspectives, future research may analyze other sources such as peer-reviewed journals in IEEE Xplore and PubMed databases that cater to academic and specialist audiences. Future research can also employ other methods of text analysis, such as sentiment analysis, to enrich our collective understanding of the discourse formed around HIPAA and Covid-19.
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Abstract. Background: Physical activity helps improve the overall quality of life. The correct execution of physical activity is crucial both in sports as well as disease prevention and rehabilitation. Little to no automated commodity solutions for automated analysis and feedback exist. Objectives: Validation of the Apple ARKit framework as a solution for automatic body tracking in daily physical exercises using the smartphones' built-in camera. Methods: We deliver insights into ARKit's body tracking accuracy through a lab experiment against the VICON system as Gold Standard. We provide further insights through case studies using apps built on ARKit. Results: ARKit exposes significant limitations in tracking the full range of motion in joints but accurately tracks the movement itself. Case studies show that applying it to measure the quantity of execution of exercises is possible. Conclusion: ARKit is a light-weight commodity solution for quantitative assessment of physical activity. Its limitations and possibilities in qualitative assessment need to be investigated further.
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1. Introduction

Regular physical exercise is known to be beneficial for the overall quality of life. It improves functional capacity and reduces long-term risks for diseases like Diabetes mellitus Type 2 and Alzheimer’s while improving overall health, health-related aspects, and mood [1, 2, 3]. Physical exercise can also positively influence hemic and oncological diseases’ treatment and rehabilitation by preventing muscular atrophy and improving the patients’ mood [4, 5, 6]. However, the correct execution of physical exercise is essential. Wrong exercise execution can lead to biochemical stress, injuries, and osteoarthritis in the respective joints [7]. To avoid wrong movements, regular supervision of the exercising person by experienced personnel is crucial. Various systems have been developed and evaluated to allow a more profound analysis of human motion and detect problematic movements in exercises. These systems include optical, magnetic, inertial, or mechanic sensors to detect and measure different kinds of metrics about human body motion [8, 9]. Modern motion capture systems track indoor and outdoor activities with different accuracy based on the underlying technologies [10]. However, none of those
systems currently allow daily usage as they require custom hardware for tracking and often are connected to high costs.

Many people track their daily lives with mobile devices like smartphones, -watches, and sleep or fitness trackers [11]. These devices are equipped with more advanced sensors such as camera systems, gyroscopes, accelerometers, and optical sensors. Also, the devices themselves are getting more powerful and allow resource-intensive applications, e.g., for on-device machine learning. These advances include powerful software applications to perform automatic detection of objects, among them the human body. Software frameworks for mobile devices like Apple ARKit\(^2\) or Vision\(^3\) or Google's Tensorflow Pose Estimation\(^4\) automatically detect the joints' positions through image recognition techniques. These positions can be used for further analysis and enable various new applications, e.g., in mobile games and healthcare.

Using motion detection applications on mobile devices could add to the user's health, allowing quantitative analysis of physical activity. The application area is broad and includes prevention of injuries and sickness, progress, and aggravation tracking, e.g., in rehabilitation, during treatment, or as a motivation to be more active and exercise in general [11]. Mobile devices might be able to deliver a low-cost, commodity alternative to established solutions. Boulous et al. state that while many mobile applications for tracking physical activity have been developed, most of them rely on few sensor data. Used data is often limited to GPS and heart rate. Especially in the area of resistance exercises, personalized coaching applications are missing [12]. However, systems based on wearable sensors can recognize and count exercises [13], even without prior, exercise-specific training [14]. Current research shows that approaches using Apple ARKit can track the lower extremities' motion [15]. A more detailed evaluation of the applicability of ARKit, including the upper extremity, is missing. The aim of this work is to evaluate the suitability and applicability of on-device motion tracking using Apple ARKit and give an outlook to their application in three different use cases: goalkeeper training, physiotherapy, and resistance training, and golf.

In all three use cases, complex motion needs to be tracked. If executed incorrectly, these exercises can overstretch several joints and promote injuries. The usage of mobile motion capture to assess motion and detect incorrect movements could balance training, prevent injuries, and provide progress supervision. Existing approaches in goalkeeper training build on custom sensors to analyze motion [16]. In our approach, we rely on ARKit as an alternative approach using a commodity device (Case Study 1). Resistance training plays a substantial role in improving and maintaining physical strength and fitness, either during the prevention of diseases and injuries or physiotherapy. Research proves that active physical exercise is among the crucial factors in physiotherapy of common conditions, e.g., in chronic low back pain [17]. We design an algorithm to capture and assess body-weight exercises and provide individual feedback in a mobile coaching application in resistance training (Case Study 2). Golf consists of complex motion sequences (intra- and intermuscular) that require a high amount of coordination, flexibility, and strength, which needs to be practiced continuously to generate high performance. Even for professional golf trainers, an individual assessment of the golf swing and related exercises and tracking progress is challenging. Several solutions have been developed to support golf training. Existing solutions use different sensors attached


\(^3\) https://developer.apple.com/documentation/vision

\(^4\) https://www.tensorflow.org/lite/models/pose_estimation/overview
to the body and the golf club to measure motion \cite{18, 19} or focus on camera-based techniques, like the Coach's Eye application\footnote{https://www.coachseye.com}, which allows calculating joint angles in a single, selected video frame manually. We propose a more light-weight, automated approach by combining an optical sensor and a single Inertial Measurement Unit (IMU) sensor for qualitatively assessing motion in golf-related exercises (Case Study 3).

2. Methods

Within the scope of this paper, we aim at investigating two research questions:

- **RQ 1**: Which accuracy does Apple ARKit provide in contrast to the VICON system?
- **RQ 2**: What are potential use cases for an ARKit-based system?

To answer **RQ 1**, we performed a lab experiment in which we compared motion data generated by Apple ARKit against the VICON system's motion data. To answer **RQ 2**, we are conducting several case studies in different health and exercise science areas, each of them consisting of a mobile prototype application running the ARKit framework.

2.1. Suitability of ARKit for Motion Recognition and Tracking

A total of 12 subjects participated in the experiment, 5 females and 7 males, all of good health without physical impairments. The participants' height ranged from 1.56m to 1.96m and their weight from 52.2kg to 97.5kg. In the lab experiment, subjects had to perform 9 different exercises focusing on both the upper and lower extremities, including running on a treadmill at 3 different speeds, passing and catching a ball, jumping jacks, cuttings, and squats. All joint angles are calculated using Euler angles in 3 dimensions: x referring to flexion/extension, y referring to inversion/eversion, and z referring to the rotation. Both systems measured shoulder, elbow, neck, knee, and ankle angles. We calculated minimum, maximum, mean, standard deviation (SD), and range of motion (ROM) and compared the ARKit values against the VICON angles for all exercises.

For the study setup, we used a 10-camera VICON setup with the full-body Plug-in Gait model provided by VICON Nexus\footnote{https://docs.vicon.com/display/Nexus26/Full+body+modeling+with+Plug-in+Gait}. For the recording with ARKit, we placed an iPad Pro 11" 2020 with LiDAR sensor on a tripod in front of the subject with a distance of 3m.

2.2. Case Study 1: Recognition of Exercises in Goalkeeper Training

In our first case study, we wanted to identify patterns specific for individual exercises, which is the baseline for further analysis of the motion. For this, we recorded 15 different exercises with ARKit and an additional camera, which served as the basis for labeling the data afterward. The exercises consisted of 6 dive variations, 5 catch variations, 2 throw variations, and 2 kick variations. 4 goalkeepers were recorded. Their football trainer was supervising the recording sessions to guarantee the correct execution of the exercises. Through 10 session recordings in total, we created a dataset of 1050 single exercise executions mapped on the 15 exercises. We used machine learning techniques to train a classifier predicting the matching. We reduced the 6 different dive classes to 2...
classes due to similarities in the execution as a preparation. Based on research by Ronao et al. [20], we applied an approach based on Convolutional Neural Networks (CNN).

2.3. Case Study 2: Recognition of Body-Weight Exercises in Physiotherapy and Resistance Training using a Pose-based Approach

In case study 2, we developed an algorithm to recognize and assess body-weight exercises using ARKit. The algorithm allows app users to record new exercises, store them in a database, detect correct exercise executions of stored exercises, detect incorrect repetitions, and provide individual feedback to the user on improving the motion. Due to the COVID-19 pandemic, an evaluation of the prototype application remains open.

2.4. Case Study 3: Classification of Golf-Related Exercises

As part of case study 3, we developed a system consisting of an ARKit-based mobile application prototype and an IMU sensor to measure motion, rotation, and acceleration in an exercise related to the golf swing. The camera is placed in front of the player. The IMU sensor is attached to the hip. The system automatically assesses the exercise execution compared to a reference recording. The automatic assessment is performed by a Dynamic Time Warping (DTW) algorithm, which compares the exercise data against the reference data and evaluates the distance between the compared time series. Through the DTW approach, we classify the executions and provide a grading. We recorded around 300 exercise executions, and a golf trainer assessed them to generate training data. A prototype was implemented, but the automatic assessment could not be qualitatively validated due to the ongoing COVID-19 pandemic. Through an online questionnaire, we gained insights into how golf trainers assessed the prototype's usefulness.

3. Results

3.1. Suitability of ARKit for Motion Recognition and Tracking

The comparison of the Euler angles calculated by VICON against the Euler angles calculated based on the ARKit data exposed several deviations between the two systems across all tracked joints (see Table 1 for one joint). Across all joints and dimensions, the ARKit measurements revealed smaller SD and ROM values than the VICON measurements. Additionally, ARKit and VICON use different reference points to calculate the Euler angles, which led to mirrored values in the analysis (Figure 1b).
Even though the results exhibited a considerably smaller range of motion, the motion itself was detected in every repetition of the exercises (Figure 1). The ROM was consistently smaller throughout all repetitions in all exercises, supported by the smaller SD values. We calculated the Pearson correlation-coefficients for shoulder, elbow, knee, and ankle angles for all participants for the squat exercise for further analysis. We calculated the mean and SD values across all participants, dimensions, and left and right sides based on the coefficients. We used the correlation coefficients’ absolute values for the correct detection of the motion, as due to the different reference points of VICON and ARKit, the values of the y dimension of ARKit were mirrored for the joints on the right side of the body. The mean correlation-coefficients and SD for the shoulder, elbow, knee, and ankle angles were 0.406 ± 0.236, 0.085 ± 0.117, 0.705 ± 0.144, and 0.654 ± 0.184, respectively.

**Table 2.** Pearson correlation-coefficients of the VICON and ARKit measurements for all 12 participants in the Squat exercise.

<table>
<thead>
<tr>
<th>System</th>
<th>Angle</th>
<th>Dimension</th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>VICON</td>
<td>Knee</td>
<td>x</td>
<td>0.57</td>
<td>119.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y</td>
<td>-3.60</td>
<td>16.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>z</td>
<td>-22.86</td>
<td>36.30</td>
</tr>
<tr>
<td></td>
<td>Knee</td>
<td>x</td>
<td>0.00</td>
<td>117.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y</td>
<td>-3.50</td>
<td>13.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>z</td>
<td>-17.14</td>
<td>41.08</td>
</tr>
<tr>
<td>ARKit</td>
<td>Knee</td>
<td>x</td>
<td>23.15</td>
<td>54.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y</td>
<td>-9.07</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>z</td>
<td>-2.54</td>
<td>18.12</td>
</tr>
<tr>
<td></td>
<td>Knee</td>
<td>x</td>
<td>22.77</td>
<td>55.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y</td>
<td>-2.08</td>
<td>5.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>z</td>
<td>-19.85</td>
<td>3.00</td>
</tr>
</tbody>
</table>

**Figure 1.** Knee joint angles during squat by ARKit (blue) and VICON (red).
3.2. Case Study 1: Recognition of Exercises in Goalkeeper Training

Figure 2 visualizes the output of the 3-dimensional positional data of a session with recordings of 5 exercises for the right hand and right foot. The different patterns are identifiable, as well as the repetitions of each exercise.

Despite the comparably small dataset, the classifier achieved a validation accuracy of around 75% using the CNN in the test set (Figure 3). The dives and the two versions of the jump catch achieved high rates of correct predictions with around 70-80%. For comparison, we tested the same approach with Long Short-Term Memory Networks (LSTM) and Deep Neural Networks (DNN). Due to the small dataset, both alternatives...
showed overfitting tendencies and did not reach the accuracy of the CNN with an accuracy of 55% and 65%, respectively, for all classes.

The first case study shows that the data generated by ARKit is accurate enough to distinguish between goalkeeper exercises. Even with a small dataset, a machine learning classifier can classify around 75% of the exercises correctly.

3.3. Case Study 2: Recognition of Body-Weight Exercises in Physiotherapy and Resistance Training using a Pose-based Approach

To build a mobile, ARKit-based application enabling tracking various dynamic body-weight exercises, we designed a workflow for app users to add new exercises to the app. The prerequisite for registering a new exercise is that it has to consist of clearly different poses. An exercise needs to expose motion in at least one trackable joint in three poses as observable in a squat with full extension of both knees, flexion of at least 90deg in both knees, and a full extension of both knees again (Figure 4). The system captures the three poses, including the measured angles. For each pose, a set of essential joints can be defined, e.g., knee, ankle, and hip joint in the squat. This setup should be done by qualified personnel, e.g., a physiotherapist, to ensure the exercise's correctness.

For exercise recognition, we convert the 3-dimensional positional joint data provided by ARKit into angles. Our proposed algorithm observes every motion detected by ARKit and matches the motion's progression against the curve expected by the exercise. Once all poses have been reached in the correct order, the algorithm considers the repetition as completed and increases the count, as shown in Figure 4c. The algorithm is flexible enough to recognize a variety of body-weight exercises without training a specific machine learning model through this approach.

Considering the initial lab experiment results, approaches on qualitatively assessing exercise repetitions need to be investigated. Using the proposed algorithm allows the creation and tracking of dynamic body-weight exercises based on joint angle calculations.

3.4. Case Study 3: Classification of Golf-Related Exercises

We evaluated the Golf Coach app’s usability in an online questionnaire. In total, 22 golf trainers. The trainers' age ranged between 19 to 66 years, with a mean of 38.5 years and a median of 32 years. Their experience as a golf trainer ranged from 1 year to 40 years, with a mean of 13.14 years and a median of 7.5 years. 95.5% stated that they would use
an app to track their trainees' progress, and 70% had used mobile coaching apps before. After a guided tour through the app, the participants were asked whether they would use it. 59% stated that they would use it, 9% would use it from time to time. 9% would prefer to test it first. 5% said that they would not use it. 18% chose not to answer. 55% stated that progress tracking would be the most important feature to them.

4. Discussion & Future Work

The lab experiment and the case studies provide evidence that mobile applications based on ARKit can track joint motion. Table 1 shows that the recognition is not as accurate as the reference values detected by VICON. ARKit does not seem to capture a full extension of the knee, as the minimum value provided is 22.77deg, compared to 0.00deg seen by VICON. Flexion is recognized, but to a much smaller extent than by the VICON system, with 119.61deg maximum in VICON and 54.37deg maximum in ARKit in the same joint. ARKit exposes smaller mean, SD, and ROM values. Similar observations apply to the inversion/eversion and rotation dimensions. The Pearson correlation-coefficients analysis shows that the ARKit and VICON measurements are strongly correlated, especially in the lower extremities. Even smaller changes in inversion/eversion are tracked in the squat motion's turning points, as shown in Figure 1b. Interestingly, the upper extremities' joint angle motion exhibit a considerably low correlation.

The ROM detected by ARKit is comparatively but reliably smaller than the ROM of VICON. This poses the question of whether an algorithm can be developed, which can approximate the ARKit values to the correct values provided by the VICON system. Enabling this would allow performing not only a quantitative motion analysis but also a qualitative analysis. A qualitative analysis would allow additional possibilities in motion analysis, mainly regarding feedback to prevent wrong motion.

Motion tracking using ARKit, especially regarding the lower extremity, seems to be a promising, light-weight approach. Even though the lab experiment shows that a quantitative assessment of exercise executions, e.g., for repetition counting, is feasible, the experiment was performed with a relatively limited number of participants and different exercises. A more extensive experiment is needed to gain further insights, which includes a more diverse set of participants and exercises. Through this, the limitations of the ARKit-based tracking need to be further investigated.

In case study 1, we showed that we can use ARKit data as reference values to recognize patterns in recordings. It remains open to which extent we can use reference data provided by ARKit to allow qualitative analysis of the motion, as proposed in case studies 2 and 3. The case studies served to explore the possibilities of ARKit-based motion tracking in health-related fields. Even though the first results show a high interest of potential app users and the lab experiment and data analysis expose such approaches' potential, the case studies need to be tested and validated in more extensive studies.

5. Conclusion

In this paper, we were able to show that even though ARKit exposes major inaccuracies in tracking the ROM, it is reliable in tracking the motion itself. Therefore, the ARKit framework can be used to assess physical exercise, recognize exercises, and count repetitions. ARKit enables various use cases for mobile applications, especially in the
prevention and rehabilitation of diseases and injuries in humans. In this paper, we presented 3 different case studies. In case study 1, we classified exercises in goalkeeper training, which shows that we can identify patterns specific to exercises in the data provided by ARKit. In case study 2, we presented an algorithm that enables the creation and automatic tracking of dynamic body-weight exercises. In case study 3, we combined ARKit with an IMU sensor to enable a qualitative assessment of an exercise related to the golf swing.

ARKit seems to be a promising, light-weight alternative to well-established motion tracking systems. Its limitations and possibilities need to be further investigated.
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Abstract. Care pathways and supporting health information systems (HIS) have been permeate the discipline of Health Information Systems Research (HISR) over years. Traditional objectives of workflow assistance are increasingly extended by interdisciplinary goals from technology, medicine, management and public health research. A systematic literature review is dedicated to this integrating character. It examines the interdisciplinary mesh of objectives associated with care pathways and pathway-supporting HIS in the HISR literature. From 47 identified articles, 6 thematic themes were derived. Their consolidation supports in particular design and development processes as it describes the solution space of future pathway-supporting HIS addressing requirements stated by multiple stakeholders.
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1. Introduction

In medical practice and research care pathways describe complex sequences of interventions of defined patient groups in defined time periods to support the organization, coordination and decision making of care processes [1]. Different terms are used to emphasize intra-organizational ("clinical pathways"), inter-institutional ("integrated pathways") or patient-centered ("patient pathways") orientations [2]–[4]. Also Health Information Systems Research (HISR) investigates care pathways especially the conception, modeling, realization, and impact of pathway-supporting Health Information Systems (HIS) [5]–[7].

In this context, the research and development work seek to bring original motivations from the process perspective in line with the requirements of innovative disciplines. For example, it is being discussed how patient integration can be intensified along care pathways [7], how data mining methods can describe care pathways retrospectively [8], or how data analytics approaches can contribute to the individualization of care plans [9]. Experiences from practice-oriented digital health projects underline the observation that the objectives of care pathways and pathway-supporting HIS go beyond the traditional process support.

This paper follows up on these observations. If research and development teams want to master the multidisciplinary field of requirements for pathways-supporting HIS, a consolidation of previous work can support them especially in conceptual design and development process. Such a compilation can describe the solution space for pathways-
supporting HIS, derive design implications, and point to disciplines and professions to be involved. This review paper therefore addresses the question of how the literature discusses scope and challenges of pathway-supporting HIS and which contributions can be used to face the mentioned mission of multidisciplinary requirements engineering. The review thus extends the knowledge from previous reviews on characterization of patient pathways [2] and on support opportunities of clinical pathways by Health Information Technologies [10].

2. Methods

A systematic literature review [11]–[13] for the mentioned research question was conducted in the last quarter of 2020. The following high-quality databases of ISR or HISR were chosen: AIS Senior Basket, Proceedings of the AIS Conferences, recommended eHealth Journals of the AIS SIG Health. The past decade was chosen as the publication period. After abstract and full-text screening, 47 articles were defined as final set for analysis. Only articles that prominently named care pathways as a research context were included. Review articles were not excluded from the analysis set in order to extract implications of their contributions to research and practice. Further details of the search process are given in Figure.1.

![Figure 1. Review process according to PRISMA guidelines [13]](image)

Following the process model of a summarizing content analysis with inductive category formation [14], the analysis material was reduced to those passages in which central goals or contributions related to care pathways or pathway-supporting HIS are described. Paraphrases were constructed and structured interpretatively. Through this structuring step, six themes were identified and validated in group session with three digital health experienced researchers.

3. Results

The 47 identified articles are distributed relatively evenly over the past years. With regard to the distribution across journals or conferences, it can be noted that the majority of the articles found are published in HISR journals recommended by the AIS Health SIG (n=35). Here, 13 articles could be found in the International Journal of Medical Informatics and 11 papers in the journal BMC Medical Informatics and Decision Making.
A total of 11 papers were identified in the proceedings of the AIS conferences, and only one article in the AIS Senior Basket.

Table 1 presents exemplary the results of paraphrasing step of the six articles published in 2020. It primarily shows how paraphrases have been formulated and offers secondly an insight about newest research on or with pathway-supporting HIS. A complete list of the paraphrasing results of all identified articles will be provided in additional material to this paper.

<table>
<thead>
<tr>
<th>Article [reference]</th>
<th>Summary of contribution’s intersection to pathway-supporting HIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Askari et al. 2020 [15]:</td>
<td>Study for professional assessment of the effectiveness and efficiency of clinical pathways and path-supporting HIS in medical care</td>
</tr>
<tr>
<td>Cho et al. 2020 [16]:</td>
<td>Development of a data-driven method for deriving clinical pathways from electronic health records</td>
</tr>
<tr>
<td>Gavelkaite et al. 2020 [17]:</td>
<td>Case study along a COPD pathway for potential analysis of telemedicine</td>
</tr>
<tr>
<td>Kempa-Liehr et al. 2020 [18]:</td>
<td>Modeling tool for clinical pathways and prediction models based on data mining methods and machine learning models for individual improvement of recovery time</td>
</tr>
<tr>
<td>Trajano et al. 2020 [19]:</td>
<td>Process oriented modeling language for clinical pathways</td>
</tr>
<tr>
<td>Ye et al. 2020 [20]:</td>
<td>Feasibility study on the use of deep learning prediction models for decision support and derivation of optimal, individual hypertension pathways based on electronic health records</td>
</tr>
</tbody>
</table>

Six themes have been inductively identified out of the paraphrasing results of all 47 articles. Some articles refer to up to two different themes due to their complexity (e.g. [18]). Table 2 shows all themes and sub-topics to give a referenced overview of pathway-related HISR of the last decade. The following additions highlight selected findings or implications for future design and implementation activities of pathway-supporting HIS.

I. Design, development and implementation of pathway-supporting HIS: This theme includes generic approaches as well as descriptions of pathway-supporting HIS and application systems for specific care scenarios. Such work has been established for years. The traditional workflow support of clinical processes is increasingly complemented by articles that present solutions for more complex, cross-institutional and patient-integrating care scenarios. Future work of this theme should concisely characterize the care scenario and parameterize targeted improvements to care-related goals or further outcomes in order to increase reusability.

II. Evaluation and assessment of pathway-supporting HIS: Theme II papers investigate the effects of pathway-supporting HIS. Increasingly complex care scenarios require future evaluative papers to consider all involved stakeholders more comprehensive (e.g. multidisciplinary care teams, patients, expanded health care market) and to discuss competing or synergistic effects and measurable outcomes.

III. Modeling and modeling languages of care pathways: Research with a focus on pathway modeling, modeling languages and tools discuss less the design and realization of application systems but address the underlying pathway models and their genesis. The established knowledge base provides already valuable guidance. However, the changing scope to integrated care scenarios with by multiple professional stakeholders and increasing technization may require additional work in this theme to offer appropriate techniques for precise, comprehensive and consistent pathway models.

IV. Data-driven pathway models and integration of data-based prediction models: Recent advances in data science, machine learning, and related disciplines drive articles in this young theme (earliest publication of this review from 2017). It includes articles that discuss the data-based derivation of care pathways from existing data, e.g.
of EHR. Such retrospective pathway analyses provide the opportunity to compare originally defined care plans with de facto care pathways and to investigate deviations. In consequence, those knowledge might be used to optimize individual care pathways or general pathway templates prospectively or to improve medical guidelines (e.g. for care quality or efficiency). On the other hand, this theme also includes discussions of how pathway-supporting HIS can provide the data basis for data-driven medical decision support systems or management-oriented predictive models (linkage to Theme V). Both sub-themes - pathway-supporting HIS as a source and as a sink of data-driven processing of health information - like to merge and are currently of increasing interest.

V. Conceptual integration of the management perspective: Traditional workflow assistance fosters goals directly related to care processes such as accelerated process flow or lower error rates. Articles of this fifth theme investigate how pathway-supporting HIS can support additional short-, medium- and long-term tasks of healthcare management on micro, meso or macro level (e.g. quality management, resource management, health program management). Future work shall explore how pathway-supporting HIS need to be designed to satisfy this information demand and to offer management decision support. It therefore will probably benefit of popular research efforts of Theme IV.

VI. Care pathways as a means for HISR: Pathway-supporting HIS can be a starting point and data source for diverse research questions. Future design and implementation activities should consider the access to and scientific usability of the processed data and integrate validation and anonymization mechanisms in particular.

<table>
<thead>
<tr>
<th>Table 2. Analytical results –themes on pathway-supporting HIS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme (Number of papers that led to theme): Sub-topics [references]</strong></td>
</tr>
<tr>
<td>I. Design, development and implementation of pathway-supporting HIS (n=13):</td>
</tr>
<tr>
<td>- Development and implementation of clinical pathway for specific healthcare scenarios [21]–[28]</td>
</tr>
<tr>
<td>- Generic conceptualizations and design recommendations [23], [25], [29]–[34]</td>
</tr>
<tr>
<td>II. Evaluation and assessment of pathway-supporting HIS (n=16):</td>
</tr>
<tr>
<td>- Studies on effectiveness, efficiency and user experience [10], [15], [28], [35]–[43]</td>
</tr>
<tr>
<td>- Usage analyses for coordination and communication [35], [37], [43]–[46]</td>
</tr>
<tr>
<td>- Maturity model for care pathways and its implementation in HIS [47]</td>
</tr>
<tr>
<td>III. Modeling and modeling languages of care pathways (n=8):</td>
</tr>
<tr>
<td>- Development of process-oriented modeling languages for care pathways [19]</td>
</tr>
<tr>
<td>- Conceptualization and modeling approaches [30], [48], [49]</td>
</tr>
<tr>
<td>- Modeling tools for care pathways [18]</td>
</tr>
<tr>
<td>- Examples of care pathway modeling (process and final pathways) [22], [24], [40]</td>
</tr>
<tr>
<td>IV. Data-driven pathway models and integration of data-based prediction models (n=7):</td>
</tr>
<tr>
<td>- Developing methods or tools for care pathways from electronic health records [16], [18], [20], [37], [51]</td>
</tr>
<tr>
<td>- Development of data-based prediction models (Data &amp; Process Mining, Machine Learning, Deep Learning) for medical decision support [18], [20], [37], [52]</td>
</tr>
<tr>
<td>- Data-based analysis and decision models from data of pathway-supporting HIS for healthcare and hospital management [50], [51]</td>
</tr>
<tr>
<td>V. Conceptual integration of the management perspective (n=5):</td>
</tr>
<tr>
<td>- Intersection analysis of Information Systems, Operational Research and Industrial Engineering to solve problems related to care pathways [53]</td>
</tr>
<tr>
<td>- Method conception for the embedding of quality management in care pathways [54]</td>
</tr>
<tr>
<td>- Path-based data analysis for tactical and strategic hospital management [55]</td>
</tr>
<tr>
<td>- Conceptualization and modeling approaches for aligning evidence-based Clinical Practice Guidelines and Clinical Pathways [48], [49]</td>
</tr>
<tr>
<td>VI. Care pathways as a means for HISR (n=7):</td>
</tr>
<tr>
<td>- Analysis of the Status Quo of the Digital Transformation [56]–[58]</td>
</tr>
<tr>
<td>- Analysis of technology support across care pathways [10], [17]</td>
</tr>
<tr>
<td>- Analysis of key areas via patient flow pathway mapping [59]</td>
</tr>
<tr>
<td>- Studies on personalization of HIS services [60]</td>
</tr>
</tbody>
</table>
4. Discussion

The review results can be used for different tasks by research and development consortia of pathway-supporting HIS and offers an aid for their objectives. Institutions with a need to catch up in IT-based workflow support can draw on the contributions of Themes I and II to design and implement their own pathway-supporting HIS. The traditional care process support may seem almost obsolete compared to current HISR contributions. However, these themes remain particularly relevant to healthcare actors with low digital maturity. Contributions from Theme III should also be considered in this outlined case to enable the creation of the necessary pathway models as a success-critical resource. Theme III can also support consortia with already established pathway-supporting HIS and contribute to improvements of the used pathway models.

From the perspective of HISR and healthcare organizations of high digital maturity, Themes IV and V are highlighted in particular. Technological advances in data science and related disciplines indicate enhanced potential for both personalized care and learning systems of a macro level for management and medicine. Future work may generate data-based individual improvements in care pathways (e.g., based on patient constitution or resource availability) or address care economic issues at the local (e.g., clinical process improvements) or global level (e.g., regionally adequate care programs). Future contributions will help pathway-supporting HIS to benefit from the technological progress while providing the required valid and consistent data for these mechanisms.

The contribution of this paper is affected by a certain number of limitations. For example, the analysis sample from the selected publication organs offers a solid basis for interpretation, but is still restricted. The integration of additional development-focused journals or conferences could provide more differentiation in the design of novel pathway-supporting HIS. Further, the creation of the six research themes is also subject to the limited objectivity of the author, although this influence was counteracted by group sessions with experienced digital health researchers.

How may future research stimulate the progress? With the assumption that concrete care scenarios will continue to be main drivers for technological innovation with and for pathway-support HIS, the relationship between care context and system design could be explored in more detail. Such investigations could determine those care scenarios that motivate the development of pathway-supporting HIS in particular or those which benefit only from dedicated functionalities. Therefore, an appropriate description model is required to define characteristics as well as types of care scenarios, which in turn could be linked to concrete care goals on micro or macro level. Those studies should focus on: care setting (outpatient, inpatient, rehabilitation); medical discipline (e.g., oncology, emergency medicine); indications (e.g., COPD, depression); patient’s role (autonomous vs. paternalistic); degree of multi-professionality or number of institutions involved.

5. Conclusion

This review identified 47 articles from highly ranked literature on care pathways or pathway-supporting HIS. Through their interpretation, six themes were derived that represent the range of interdisciplinary goals with and for pathway-supporting HIS. Their consolidation supports future design and development processes by describing the solution space for pathway-supporting HIS. In particular, the design of new systems can benefit from this summary and interdisciplinary requirements management of multiple
stakeholders can be supported. Among those themes, articles with a scope on data-driven pathway models, the integration of data-based healthcare prediction models as well as the enhancement to pathway-supporting HIS for management and operations currently represent exciting fields of activity for HISR and seeks to future work.
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Abstract. Experiences of war and persecution often lead to mental health problems, resulting in post-traumatic stress disorders. In this work, we design a digital platform that aims at helping refugees coming to Switzerland by providing exercises for their mental health and information about daily life in Switzerland. In collaboration with the Swiss Red Cross (SRC), we collected requirements and developed a concept for information provision through in this platform. The architecture of a progressive web application (PWA) was identified as to best fulfill the given requirements. Based on the collected requirements mockups were created. In user interviews, we received feedback regarding the future system. We learned that the platform should include an avatar, which guides the user through the entire platform and asks questions. All texts should be accessible by a read-aloud function and exercises should be provided as videos. In summary, we learned that it is essential to involve the future user group in the development process since it is characterized by cultural diversity that has to be considered in the development and design. Enriched by this input, the next step is to realize the application in terms of a prototype.
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1. Introduction

In 2019, more than 79.5 million people worldwide were forced to flee their homes in the context of war and persecution [1]. The hardships experienced by those who flee their homes, both before and after, often lead to trauma-related disorders. These include post-traumatic stress disorder, depression, anxiety, and other psychosomatic symptoms [2]. In the incoming country, there is often a lack of adequate psychological services for these people. This leads to a reduced quality of life for those affected and a more difficult social and economic integration. Mental disorders among refugees and asylum seekers occur significantly more often than in the general population. Effective treatment options and cross-cultural, specialized treatment centers exist [7]. However, they tend to be overloaded by their target populations. General outpatient primary health care providers might be able to compensate for the lack of specialized treatment slots, but a study shows that barriers such as lack of funding of interpreters seem to hinder these providers [7].

In addition to the great personal suffering, there is also economic and social damage. This can be significantly reduced by early interventions [3]. The existing approaches to
address these issues do not allow to support all affected individuals sufficiently due to
the lack of resources. Therefore, new and innovative ways are required, for example by
using digital psychological and psychosocial support. Nowadays, the smartphone serves
as an indispensable tool that fulfills the needs for information provision, orientation,
communication, and social contacts during and after the escape from the home country.
Andersson et al. show in a review paper that psychosocial care via a digital channel has
a promising effect [4]. Several mindfulness and meditation apps (e.g. MindSpace
https://www.headspace.com/de) or even systems for online psychotherapy are available
(MindDoc, https://www.minddoc.de). Besides the online psychotherapy, the MindDoc
app offers exercises and an emotion diary. However, these approaches do not address
the specific needs of refugees.

Step-by-Step [9] is a digital health intervention designed for refugees and migrants.
It is built on evidence-based cognitive behavioral therapy (CBT) techniques: i) stress
management, ii) behavioral activation, iii) positive self-talk, iv) promotion of social
support, and v) relapse prevention. Fictional characters tell their story of how they
overcame psychological distress. An illustrated doctor provides psychoeducation and
introduces the interactive exercises, e.g., a breathing exercise (audio) or planning
positive activities using input fields and a calendar [9]. This digital health intervention
only addresses the mental health issue, but is not expected to additionally support the
process of integration in the new country.

In this work, we aim at designing an internet-based platform that will support
refugees in both, in psychological issues and in general questions about integration. It is
still unclear which functionalities such an application should provide and which design
issues have to be considered. In this work, we will collect requirements towards such
application in collaboration with the Swiss Red Cross (SRC). We will generate design
examples in form of mockups and collect feedback from refugees. The overall objective
behind this effort is to develop in a next step such application achieving excellent user
experience.

2. Methods

Requirements regarding the platform were collected in discussions with employees of
the Swiss Red Cross (SRC) that are normally concerned by supporting refugees. Based
on these requirements a mockup was created using Microsoft Powerpoint. Additionally,
we considered best practices reported in literature [11-16]. Required images were
selected from Freepik [5]. We also identified a system architecture that fits best with the
collected requirements. Following human-centered design principles, interviews with
five refugees from Syria were conducted to evaluate the mockup. The aim was to get
their feedback on different design types of the mockup and the planned application in
general. We conducted the interviews as A/B test, which is a simple controlled
experiment. Two versions of the mockup (A and B) are compared. A/B tests are widely
considered the simplest form of controlled experiment. They are useful for understanding
user engagement and satisfaction regarding features.

Since this study was performed during the COVID-19 pandemic and physical
meetings were impossible, interviews were conducted via Skype or Microsoft Teams.
Interview partner (5 refugees from Syria that were already living in Switzerland for some
time) were confronted with different variants of the mockup and they were asked to
decide and justify, which variant they prefer. Additionally, they were asked to provide their personal ideas.

3. Results

In this section, we summarize the collected requirements and provide an overview on the system architecture and mockup designs. Furthermore, results from the mockup testing are described.

3.1. Requirements

We identified basically 5 main requirements regarding platform functionalities and characteristics in our interviews.

- **Audiovisual presentation of the contents:** Content such as exercises targeting mental health should be presented in an audiovisual manner. It should be examined which form of presentation is best suited for this purpose.

- **Two types of content:** The platform should offer general information on integration of refugees as well as psychological support.

- **Logging status of a user:** A status log is needed to enable a user to continue where he left off when he uses the platform again.

- **Motivation:** The platform should motivate the user to come back and use it regularly.

- **Accessibility for people with low reading skills:** The content of the platform should also be accessible to people with low reading skills.

The application should be accessible by refugees anytime and anywhere via smartphone to provide information and psychological and psychosocial support in a digital manner. The digital health intervention will comprise different modules through which refugees will get support as needed.

3.2. Mockup

In the following, we are describing the different parts of the mockup that form the basis of the user interviews. The application is equipped with an avatar that can be selected by the user when launching the application for the first time. The avatar will guide him through the platform as seen in Figure 1. Additionally, the application provides information regarding integration as content. We created different versions for avatars and content presentations that were assessed by potential future users.

The mockup in Figure 1 shows three different versions of an avatar to find whether the target group is more attracted by avatars depicted as humans, by animals or by personified animals.
Figure 1 Mockup representing the different avatars.

Figure 2 shows different forms of content presentation. In the mockup, an example exercise provided by the SRC is used to test which way of presenting such content is most appealing to the potential user. There are three options to choose from: Text, audio file or video. Given these options, the requirement "audiovisual presentation of the contents" is considered. In addition, all texts, such as the statements of the avatar, have small loudspeakers that contain a read-aloud function.

Figure 2. Mockup representing different forms of representation of psychological exercises.
According to the requirements, the content of the platform should be accessible and understandable by persons with reduced reading skills. To address this requirement, we integrated the EqualWeb accessibility tool into the mockup. It is accessible by clicking on the wheelchair icon (see Fig. 2). The user interviews will show whether such tool is useful without explanation and introduction how to use it.

3.3. Feedback on the mockups

When selecting the avatar, the interviewees found it positive that the avatars depicted as human beings offer the option of a woman with or without a headscarf. Nevertheless, there were two interviewees who wished for an even broader spectrum regarding the appearance of the avatar. Icons of human beings were perceived as more serious than those of animals. In the case of the animal avatars, there was criticism that this could appear too childish and that users could feel that they were not being taken seriously. Nevertheless, two interviewees found the animals amusing and claimed they would like to choose an animal as avatar.

The fact that the avatar asks if it can address questions to the user was found to be sympathetic. All five interviewees were motivated to continue after an introduction dialog. Opinions were divided on the type of questions. Three persons prefer short and concise questions; the others stated to prefer longer sentences in which the avatar shows his understanding and tells something about himself.

In the case of accessibility, the orange button with the wheelchair pictogram was not entirely understood. One person even felt that such a button was unnecessary, since it would remind people of deficits, for example if they cannot read. In his opinion, the help should be built much more directly into the platform, as it was already done in the mockups with the speaker button indicating the read aloud function for each text.

In part, the functions of the accessibility tool were unclear. One person felt that it is necessary to be able to read Arabic very well to understand the functions. The option to choose the color of the background and the caption was positively evaluated by two people, as they would personally like to use it.

Four of the five interviewees would rather search for information in the beginning, when they were new to Switzerland, and later, when they were already settled, they would use the psychological support on the platform.

All interviewees would prefer to do exercises supported by a video, as they find that most exciting. One person would also use the text describing the exercise, depending on the situation, as they can get distracted by reading. Exercises provided only by audio was considered too boring by all interviewees.

3.4. System architecture

We decided to develop the application as progressive web application (PWA) since it corresponds to the ideas of the SRC and well addresses the requirements. A PWA supports offline mode, can display the content and save user data without internet connection. Furthermore, a PWA has a better performance than a common web application and therefore the loading time is short even with a slow internet connection. It can also send push notifications to the user to attract his attention to newly added content. However, the disadvantage of a PWA is that its functionalities depend on the browser and the operating system. Push notifications are for example currently unavailable for iOS systems [6].
A PWA comprises 4 main components:

- **Web App Manifest**: Allows the PWA to be added to the home screen and behave like a native application. The manifest contains data such as the name of the application, icons or default language.

- **Application Shell**: Is the so-called "skeleton" of the application. It is the part that does not have to be reloaded or, in other words, it displays the minimum required content that should be shown immediately when the application is started. The application shell contains only static content. As soon as this is shown, the dynamic content can be loaded. This component is not absolutely necessary for the implementation of a PWA, but it shortens the loading times. The prerequisite is that static and dynamic data are clearly separated in the application.

- **IndexedDB**: Is a JavaScript-based object-oriented database for structured data. Data that is needed for offline use is stored in this database as objects. However, large files such as videos are problematic to store. Not all platforms support the storage of video data objects. In addition, large files have an impact on the performance of the application that should not be underestimated.

- **Service Worker**: Is an intermediary between the application and the internet. The main task of the Service Worker is to use the browser API to preload content and display it to the user. It runs under a separate browser thread and enables additional functions that are normally known in native applications. This refers to functions such as push notifications, the offline function and caching of data.

### 4. Discussion

The characteristics of a PWA best meet the SRC's requirements for realizing the platform for refugees. Above all, offline operation is an important feature since refugees do not have a continuous internet connection. When implementing the PWA, it is important to ensure that only features that are supported by all browsers, or at least the most common browsers, are implemented. Another difficulty is the offline support for videos, since videos contain large amounts of data that can overload the storage capacity and slow down the application.

The interviews with the refugees from Syria showed that for such a project a close cooperation with the people concerned, i.e., the future users of the platform, is of great importance. A similar conclusion was drawn by Goodman et al. They collaborated with refugee populations, placed them at the center of the design process for digital mental health interventions, and in this way developed the most useful tools for this target group [8].

In the interviews with the participants, it became clear that addressing different cultures can be challenging. This was especially an issue in the selection of the avatar. It is essential to select an avatar as guide through the app that appeals to a large group of people, regardless of their cultural background. Offering a selection of personified avatars and animal avatars would probably be the solution that would pick up the most users. Cultural diversity of refugees impact also on what kind of support is needed and in which way the support can be provided best. This will impact on the design of digital
health interventions targeting this particular user group [8]. For this reason, there are first attempts to consider cultural diversity in digital health interventions [10].

Providing a platform that offers digital support to refugees in Switzerland has great potential. The interviews showed that the refugees are very interested and are always available for further interviews or usability tests. Furthermore, the feedback has shown that they are more motivated to obtain information and perform mental health exercises with this solution than if this only happens by means of text on paper. We developed our app designs by user-centered design, i.e. involving the user group in the development process. Similar developments confirmed that user-centered design is useful when developing applications for this particular user group [17].

It should be noted, however, that the people interviewed do not belong to the actual target group, as they have already been in Switzerland for a longer period and have already found an apartment and a job. Even if this does not rule out psychological problems, they have a certain stability in life that could have an influence on the assessment of the app. Whether refugees who have just arrived in Switzerland are just as responsive to it cannot be confirmed with certainty after these tests. Nevertheless, the people interviewed are very close to the target group and provided very helpful feedback.

5. Conclusion

In this paper, we described the design of an internet-based platform for refugees that provides support in psychological issues and in general questions about integration. We learned that adaptability is required in such application; interactive elements such as a guided interaction by an avatar or provision of video content helps in increasing user experience. Complexity of language should be adaptable as well. Since migration and integration of refugees is a time-consuming process, a digital intervention should provide support depending on the individual situation of the refugee or migrant.

In a next step, we will develop a prototype of the application, again in collaboration with the SRC and refugees to ensure that the application is useful and usable for the target user group.
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Abstract. Background: Mobile apps may encourage a lifestyle that avoids unhealthy behaviors, such as smoking or poor nutrition, which promotes cardiovascular diseases (CVD). Yet, little data is available on the utilization, perception, and long-term effects of such apps to prevent CVD. Objectives: To develop a mobile app concept to reduce the individual CVD risk and collect information addressing research questions on CVD prevention while preserving data privacy and security. Methods: To validate the concept, a prototype will be built, and usability studies will be performed. Results: We expect to determine whether it is possible to reach a broad user base and to collect scientific information while protecting user data sufficiently. Conclusion: To address CVD prevention, we propose a mobile coaching app. We expect high acceptance rates in validation studies.
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1. Introduction

Cardiovascular diseases (CVD) remain the leading cause of death in the Western world [1]. Apart from conventional risk factors, such as smoking or hypertension, unhealthy lifestyle, including poor nutrition and psychological stress, are known to increase CVD risk. Modern technologies inform about risk factors and coach their users to adhere to a healthier lifestyle. Studies have shown that mobile medical apps can positively impact daily behavior in the short term [2,3]. Lifestyle apps target a broader user base while focusing on a subset of risk factors [4]. To evaluate the impact of both application types on CVD risk, long-term research data is necessary. Yet, such data collections are limited by the high costs of continuous data acquisition. Moreover, there is a need to evaluate the effects of mobile apps in primary prevention. Previous trials mainly included subjects with diagnosed CVD or other high-risk related diseases [2,3].

2. Methods

This paper presents a mobile app concept, which aims to provide a lifestyle application that targets relevant risk factors for CVD. Moreover, the concept allows collecting

1 Corresponding Author: Lara Marie Reimer, Technical University of Munich, Germany, E-Mail: reimer@tum.de
scientific data through the app on how lifestyle changes impact CVD risk. We will build a prototype to validate the concept in usability studies.

3. Results

The system architecture consists of multiple subsystems. Health information and study questionnaires are distributed via a content delivery network to a web platform and a mobile app. The web platform serves as an entry point into the app. The app provides personalized content for the user and gathers individual health information. All data is processed locally on the device, ensuring maximum data security and protection. Health data, collected via smartphone sensors and connected wearables, is automatically imported into the app. Additional information can be entered manually. Both data types include parameters used for the calculation of the individual risk for CVD. The mobile app decides based on prerequisites whether a user is eligible for a study. Studies can specify additional data to be collected. Only upon user consent, the app transmits anonymized health data to the study database. The data transmission is secured using end-to-end encryption between the study database and the user’s device. Each study is examined for suitability of conduction in the app and requires an ethical vote.

4. Discussion and Future Work

To address CVD prevention, we propose a mobile app that allows the app user to lower their individual risk. For gaining insights into prevention, the app offers an anonymous collection of clinical data from users. The development of the prototype will be finished in 2021. Usability studies will be performed, emphasizing whether we can establish a user base broad enough for trials and whether the app protects user data sufficiently. Due to the focus on data protection, we expect high acceptance rates of the app.
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Abstract. Background: There is a lack of secure official communication channels for peer review and peer feedback on medical findings. Objectives: We aimed to utilize the existing Austrian eHealth infrastructure to enable review and feedback processes. Methods: We extended the IHE XDW workflow document to enable the exchange of text messages (i.e., comments on documents or images) over an XDS infrastructure. Results: The workflow enables the exchange of comments on specific sections of CDA documents or radiological images and was verified in an XDS test environment. Conclusion: The presented solution is a proof of concept and the potential basis for the specification of a new IHE workflow definition.
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1. Introduction

We developed a system for discussing findings and obtaining expert opinions and feedback via secure medical networks based on the Integrating the Healthcare Enterprise (IHE) Cross-Enterprise Document Sharing (XDS) integration profile. In this paper we describe the approach and discuss the results.

In 2018, Helm et al. [1] published a study on cross-enterprise communication and data exchange in Austrian radiology practices and departments. They conducted interviews with 4 experts each from hospitals and practices to identify the use cases and technology used for communication and data exchange. A key finding was that radiologists mainly use informal channels to obtain expert opinions, peer reviews, and peer feedback, e.g., online messengers [1].

This leads to several issues, e.g.: (1) under data protection law, the exchange of patient information via, e.g., WhatsApp is questionable, (2) the resolution of photos in these messenger apps is not suitable for a qualified assessment of radiological images, and (3) the communication is not available for follow-up visits and other physicians.

Thus, our motivation was to provide the means to enable secure communication of findings, expert opinions, and feedback over the existing Austrian eHealth infrastructure. To this end, we utilize the standards-based, centrally available services of the Austrian national electronic health record ELGA (Elektronische Gesundheitsakte) [2].

1 Corresponding Author: Emmanuel Helm, FH OÖ F&E GmbH, Hagenberg, Austria, E-Mail: emmanuel.helm@fh-hagenberg.at
1.1. Background

The Austrian national electronic health record ELGA enables patient-centric document sharing across different healthcare providers. The architecture is based on the interplay of actors and transactions specified in the integration profiles of the non-profit organization IHE. These integration profiles define how to utilize established standards like Health Level Seven (HL7) or Digital Imaging and Communications in Medicine (DICOM) to solve common interoperability problems, e.g., the document exchange between healthcare providers [3]. In ELGA, the structure of the documents is based on the HL7 Clinical Document Architecture (CDA) standard.

In simplified terms, three transactions of the IHE XDS integration profile [4] are relevant to exchange clinical reports: (1) ITI-18 Registry Stored Query, to receive the metadata for a set of documents of a given patient, (2) ITI-41 Provide and Register Set, to upload a document, and (3) ITI-43 Retrieve Document Set, to receive a document. For the exchange of medical images, the Cross-enterprise Document Sharing for Imaging (XDS-I) integration profile [2], an extension of XDS, is relevant.

The IHE Cross-Enterprise Document Workflow (XDW) integration profile [4] states: “This profile defines an instrument, called a ‘Workflow Document’, to manage and track a shared workflow. It records the creation of tasks and maintains a historical record of tasks as they move through the associated workflow”. While XDW defines form and function of this document, the actual sharing of the document is based on XDS. And while XDW is not part of ELGA yet, the existing XDS infrastructure already provides the means for future adoption of this integration profile.

1.2. Problem Statement

Previous research [1, 5, 6] described a lack of official communication channels for obtaining external feedback or expert opinions on reports or radiological imaging. In Austria, mainly informal channels are used, e.g., telephone exchanges with acquainted physicians or the use of online messengers with other peers [1]. In addition to quality, privacy, and security issues with online messengers, the lack of official channels for exchange makes business models for proven experts impossible. Currently, ELGA lacks active workflow support. To overcome these problems, we developed a workflow mechanism that enables cross-enterprise collaboration based on the existing eHealth infrastructure. We show its applicability in the radiology domain.

1.3. Relevance and Related Work

In 2014, Austria introduced the nationwide peer review program “Früh erkennen” [7] for breast cancer screening. To reduce the number of false negative and false positive diagnoses, radiologists are obliged to obtain a second opinion on their Breast Imaging Reporting And Data System (BIRADS) assessment. Strickland [5] describes the potential for quality assurance in radiology via the introduction of peer review and peer feedback processes. However, he also describes a lack of integrated system software on the market. Gunn et al. [6] point out existing tools such as RADPEER (ACR) but also highlight problems of sole radiologist-to-radiologist peer review (e.g., lack of context, or practices and terminology confusing to end-readers). They found that including the referring physician in the process is a potential solution to overcome these problems.
2. Methods

To enable peer review and peer feedback processes (i.e., workflows) on the existing Austrian eHealth infrastructure, we extended the XDW Workflow Document [4] with an “annotation” mechanism. The workflow document basically contains a structured list of tasks, documenting the execution of a workflow. In our case, a peer review or peer feedback process constitutes a workflow document, with a task for the communication of the peers. The workflow document itself is exchanged via the XDS infrastructure, as is the respective report that is referred to.

![Diagram of XDW Adapations](image)

**Figure 1:** Schema outlining the adaptations to the XDW Document.
2.1. Adding Comments to XDW Workflow Documents

To utilize the XDW workflow document for comments, it was necessary to perform some adaptations (see Figure 1). We added objects that allow to write comments for specific parts of a referenced document or image. A `documentAnnotation` element was added to fulfill that requirement. This class contains the basic information required for a comment, namely an `author`, a date (`time`), and an `annotationText`. In addition, an `ID` to uniquely identify a comment inside an XDW document as well as a `replyTo` property – allowing to reply to specific comments – were added. For the rest of the adaptations, we must differentiate between commenting on CDA documents or DICOM objects (i.e., images).

For CDA documents it should be possible to comment on specific sections. For this purpose, a `refersToDocument` field was added, allowing to reference a section of a CDA document (cf. Listing 1). Furthermore, it is necessary to distinguish between top level comments and replies. For each top-level comment, the children are attached recursively matching the comment ID and the replyTo property.

```xml
<cas:documentAnnotation>
  <cas:id>1</cas:id>
  <cas:author>Dr. Tim Baader</cas:author>
  <cas:time>2020-11-28T08:12.000Z</cas:time>
  <cas:annotationText>Sollen noch weitere Abteilungen kontaktiert werden?</cas:annotationText>
  <cas:refersToDocument>1.2.40.0.34.11.5.2.9</cas:refersToDocument>
</cas:documentAnnotation>
```

Listing 1: Referring to a CDA-Section in an XDW-Document using `documentAnnotation`.

In case of DICOM, or more generally in the case of images, it should be possible to refer to an explicit position in the picture. We developed a concept to allow adding shapes with annotations as seen in Listing 2. For that purpose, `Markers` were added to the `DocumentAnnotation`. Each marker consists of a specific shape, e.g., `Arrow`, `Polygon`, `Rectangle` or `Circle`. These shapes do have some properties in common, i.e., a specific color, a line width, and a flag that indicates if the shape is filled or frame only. In addition to that, each shape type has properties to define its position, size, and form.

```xml
<cas:marker>
  <cas:rectangle>
    <cas:color>#00ff00</cas:color>
    <cas:lineWidth>1</cas:lineWidth>
    <cas:filled>false</cas:filled>
    <cas:topLeft>
      <cas:x>227</cas:x>
      <cas:y>304</cas:y>
    </cas:topLeft>
    <cas:bottomRight>
      <cas:x>247</cas:x>
      <cas:y>324</cas:y>
    </cas:bottomRight>
  </cas:rectangle>
</cas:marker>
```

Listing 2: Description of an image marker inside a `documentAnnotation`. 
2.2. Referencing Reports or Images

An XDW document describes multiple tasks, where each task with its TaskInstanceData can define input and output to refer to relevant objects for the task (e.g., diagnostic reports). In our case, one XDW workflow document describes the workflow of a peer review or peer feedback to a single CDA document or DICOM object. The input of the task in the XDW document refers to the respective document or object.

However, the standard XDW input and output fields do not have all the information needed for retrieval of the object in a cross-community XDS environment (based on the XCA profile [4], e.g., ELGA [2]) via the IHE ITI-43 Retrieve Document Set transaction. This transaction needs at least a sourceDocumentId, a homecommunityId as well as a repositoryId [2]. To add those fields, we extended the AttachmentInfo class, by adding fields for the homecommunityId and repositoryId. The identifier field of the object was used to store the sourceDocumentId.

To retrieve DICOM objects, the IHE RAD-69 Retrieve Imaging Document Set was used as specified by [8]. Thus, Study-, Series-, Instance- and HomeCommunityId is required. These fields are again added as extensions to the AttachmentInfo class.

2.3. Testing Infrastructure

ELGA provides a test environment, which we used as a testing infrastructure. To avoid implementing the required SOAP transactions, we used Open eHealth Integration Platform (IPF) components [9]. These components provide an abstraction for accessing the IHE-based ELGA transaction endpoints. By using IPF, we can exchange CDA documents and image references via the ELGA test registries and repositories. In theory this would also enable us to upload XDW workflow documents, but by the time of this work this was not supported by the ELGA infrastructure.

For testing the XDW workflow, a custom XDW document store was implemented. A file storage providing a basic REST interface was hosted on our test server. This endpoint provides methods to query and store XDW workflow documents. In addition to that a simple client was developed, that allows to display CDA documents as well as images and provides the means to add comments via the described approach.

3. Results

The presented approach allows to comment on specific sections of CDA documents and images to enable the collaboration across different departments or even enterprises. The following results show the communication in an example client application. We were able to test and simulate different scenarios on the ELGA-based testing infrastructure and provide two examples here.

The comment section has the same functionality and design for both scenarios. It shows the different comments, that are either assigned to a specific section for CDA documents or to a specific region in the image. Each comment consists of three parts: (1) the author, (2) a date when the comment was submitted, and (3) the comment text. There are two different types of comments: Top-level comments that belong to a specific document section or image region, and answer comments, that reply on another comment. They can be distinguished by their indentations (cf. comment section in Figures 2 and 3).
3.1. Comments on Reports

The first example, cf. Figure 2, shows the communication between two physicians in a finding represented by a CDA document. The image is split into two sections. On the left-hand side, a rendered form of the CDA document is displayed, whereas the right-hand side shows the comment section. To provide a uniform representation across platforms, ELGA [2] defines a default layout for CDA documents and provides the respective Extensible Stylesheet Language Transformation (XSLT) file. This stylesheet can be applied on the XML representation of the CDA document, and transforms it into the HTML format, which can be displayed as shown in our example.

In addition to that, we added the comment concept. This consists of two parts, on the one hand there are the comments with the authors on the right side, on the other hand there is a circle with number in it for every specific section in the CDA document (cf. Figure 2). These numbers represent the comments that are written in a specific section.

![Figure 2: CDA document rendered with the ELGA stylesheet (left). The red circle highlights the number of comments in this specific section. The comments are visible on the right side.](image)

3.2. Comments on Images

The second example, cf. Figure 3, shows the communication between two physicians but in this case for a single image. The left side shows the menu bar on top as well as the image, whereas on the right side the comments are placed. We utilize the RAD-69 transaction to query for a rendered JPEG image using the respective Transfer Syntax property. The image can be annotated with different forms, e.g., circles or arrows. Each of the shapes can have a different colour as well as different line width. In addition to the comments section on the right, each top-level comment is extended with the used shape as well as the colour to highlight the connection. Each new shape automatically creates a new top-level comment as well.
Figure 3: A radiology image with annotating shapes in the image and respective comments on the right side.

4. Discussion

The presented work is a first proof of concept on how to utilize XDW workflow documents for establishing secure and integrated communication channels in context of medical reports and images. There are still open issues and threats to the validity of the presented approach:

1. There is no IHE workflow definition document describing the use of XDW workflow documents for this purpose. Thus, the presented approach can only be seen as a predecessor of future standardized solutions.
2. ELGA does not support XDW workflow documents. These documents cannot be exchanged via the Austrian eHealth infrastructure (yet). However, the approach could already be implemented in local (XDS) environments.
3. The image approach only works on single rendered JPEGs. We did not implement a full DICOM viewer. However, the concept to store comments on DICOM objects in XDW workflow documents and exchange them via an XDS/ XCA infrastructure could be of interest for DICOM viewer or PACS vendors.
4. The described approach does not allow to address a specific peer with a request for feedback or expert opinion. Currently, the XDW document with the questions and comments, linked to a patient’s CDA document or DICOM image, would be available to all healthcare providers with a valid treatment assertion for the patient. Thus, the approach uses ELGA as a platform, but would require additional peer-to-peer functionality for direct communication.
5. Due to the document-based nature of this approach, every exchange of comments or annotations requires the retrieval of the complete XDW workflow document. This leads to a certain redundancy in the communication. However, the XDW workflow document does not require significant bandwidth, e.g., the document in the examples above has 5 kB with about 100 lines of code.
5. Conclusions and Outlook

Our motivation was to provide the means to enable secure and integrated communication of findings, expert opinions, and feedback over the existing eHealth infrastructure. We presented an approach to utilize XDW workflow documents to enable cross-enterprise peer review and peer feedback. The approach was developed with respect to the Austrian eHealth infrastructure ELGA [2, 8] and is mostly based on international standards. In practice, the developed workflow is either document centric or image centric. Comments can be made on sections of documents if they are structured based on the HL7 CDA standard. Alternatively, regions in images can be highlighted and commented.

In IHE the concept of a workflow definition can be used to specify how an XDW workflow document should be utilized to enable a certain workflow. Common examples are the Cross-enterprise Tumor Board Workflow Definition (XTB-WD) and the Cross-enterprise Basic eReferral Workflow Definition (XBeR-WD). Given the interest of the Austrian eHealth community, we plan to take a similar approach and prepare a first draft for a Cross-Enterprise (or even Cross-Community) Peer Review Workflow Definition (e.g., XPR-WD) document. Of course, this effort must be coordinated with multiple stakeholders, including the different chapters in IHE.
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Abstract. Reducing passenger flow through highly frequented bottlenecks in public transportation networks is a well-known urban planning problem. This issue has become even more relevant since the outbreak of the SARS-CoV-2 pandemic and the necessity for minimum distances between passengers. We propose an approach that allows to dynamically navigate passengers around dangerously crowded stations to better distribute the passenger load across an entire urban public transport network. This is achieved through the introduction of new constraints into routing requests, that enable the avoidance of specific nodes in a network. These requests consider walks, bikes, metros, subways, trams and buses as possible modes of transportation. An implementation of the approach is provided in cooperation with the Munich Travel Corporation (MVG) for the city of Munich, to simulate the effects on a real city's urban traffic flow. Among other factors, the impact on the travel time was simulated given that the two major exchange points in the network were to be avoided. With an increase from 26.5 to 26.8 minutes on the average travel time, the simulation suggests that the time penalty might be worth the safety benefits.
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1. Introduction

Conventional navigation systems like Google Maps offer a number of fastest or shortest routes to get to a destination. While these options were sufficient in the past, the outbreak of the SARS-CoV-2 pandemic led to a new requirement. Since then, travelers have also been looking for safe routes through cities, that could lower the risk of an infection with the virus. In the case of SARS-CoV-2, one effective measure to reduce this risk is to keep a safe distance to other humans \cite{1, 2}.

In Germany, the minimal required safety distance in public places was set to 1.5 meters by the Federal Ministry of Health \cite{3}. Any distance below that threshold is considered unsafe from a social distancing perspective.

Fulfilling these social distancing requirements turns out to be a challenging task for passengers in urban public transportation networks. This is mostly due to overcrowded transportation vehicles and exchange stations during rush-hour times that force people to break social distancing rules. Relatively in the beginning of the outbreak, public
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authorities in Germany took action to prohibit any events with more than 100 people. However, when considering that the average Munich subway has capacity for over 900 people, any public transportation ride operating at over 11% of its total capacity can already be considered a large event [4]. This issue is even more critical at the central exchange points in Munich's public transportation network.

In exchanges with city planners from the Munich Transport Corporation (MVG), it was explained that congestions rarely occur at most public transport stations. Instead, there is a small number of stations in Munich’s public transportation network that get overcrowded reliably and predictably on a daily basis, due to their centrality in the network. Such stations, like “Sendlinger Tor” or “Hauptbahnhof”, that are mainly used to change between public transport lines, pose a constant infection risk. At “Sendlinger Tor” for example, an average of 250,000 passengers board, alight or change public transport every day [5]. While this is an unusual threat during a pandemic, it is a constant threat to people in high-risk groups.

To solve this issue, new solutions have to be implemented that reduce the passenger load on central traffic nodes, so that safety distances can be established again [6]. The goal of such an optimization problem is to fulfill the safety requirement while causing the minimal necessary impact on other travel goals such as minimizing overall travel time to a destination.

2. Methods

To tackle this issue, we introduce a new routing algorithm that offers a safer route to a traveler’s destination by avoiding highly congested stations in the public transport network. As the congestion level of a node is not constant, but depends on a large number of factors, a collaboration with the Munich Transport Corporation (MVG) was established. Using insights provided by the MVG, public transport stations can be dynamically toggled on and off before they reach a dangerously high congestion level in which safe distances can no longer be maintained. Currently, the assessment whether a station is considered safe or overcrowded is delegated to the MVG. To make this assessment as transparent and scientific as possible, it is advisable to take a closer look at parameters influencing the spreading risk in public transport stations. Due to its complexity, we haven’t included this additional step in the scope of this publication.

The avoidance algorithm then uses the information about the available and unavailable stations to calculate a safer route with less congested exchange points, giving the control for social distancing back to the travelers. To simulate the impact on the travel time and other important features, the MVG provided a dataset containing the scheduled departure and arrival times of all public transport lines in Munich. Both the data and the congestion knowledge are used to simulate the results produced by an avoidance algorithm for safer routes.

To evaluate the performance the avoidance algorithm is compared to the results of the same algorithm without the avoidance feature. Core features like the change in travel time are then used to measure how the convenience of a route is impacted by the feature. As the convenience of a route is highly subjective, no final measure for the convenience could be produced. Instead, some underlying factors that partially correlate with a route’s perceived convenience are presented.
As the proposed solution was developed with data from- and in cooperation with public authorities in Munich, the researched results and examples use cases are limited to the city of Munich.

2.1. Foundations

Public transportation has long been suggested as an alternative for road bottlenecks. During rush-hour, however, these are already overcrowded, and some cities thus prefer to limit passenger flow in bottleneck stations. In order to motivate passengers to consider going around an overcrowded station, two main reviews are presented: (1) Providing passengers with personalized multi-modal routing options and (2) calculating routes which have further advantages than a fastest travel time.

Review (1) is based on the work of Bucher et al. who describe how to integrate personal constraints on calculation of multi-modal routes [7]. To incorporate more travelling options into the multi-modal route calculation, the authors save a series of constraints in the form of a user profile.

As far as multi-modal routing goes, the state-of-the-art implementation is provided by OpenTripPlanner [8]. The open-source project uses public transportation schedules formatted as General Transit Feed Specification (GTFS) to calculate multi-modal routes that, among others, can combine cycling and public transportation segments. Since the consideration of multi-modal routes can be seen as an interesting approach to reduce the load of overcrowded public transportation intersection, OpenTripPlanner contains a “bannedStop” parameter that can be passed through a route request.

While the calculation of routes is a technical challenge, actually ensuring that the passengers use that route is a social one. Review (2) mentioned above relates to providing route advantages other than simply travel time. The basis for this is the work of Bunds et al. who analyzed how different route attributes were perceived by travelers and how these affected the choice of route [9]. Bunds et al. showed how air pollution, traffic, and noise level are the determining factors when deciding which route to walk through [9]. This allows us to infer that if a traveler can control for these variables during a route calculation, they can be more likely to accept longer walking segments. Furthermore, the fact that traffic and noise levels are directly correlated with overcrowded regions (even in public transportation), means that presenting this information to the traveler can serve as an important motivation for them to avoid these regions.

2.2. Constraint-based route personalization

OpenTripPlanner calculates multi-modal routes in the network based on a routing request that consists of a list of query parameters. In order to define the context of the route search, the request must specify the following information:

- **fromPlace**: Latitude and longitude of the start location.
- **toPlace**: Latitude and longitude of the end location
- **date**: Date on which the trip should depart.
- **time**: Time when the trip should depart.
- **mode**: Set of modes that a commuter is willing to use. The main modes supported by the system are walk, bike, car, and transit (buses, trains, trams).
In addition, the existing system supports multiple optional parameters that can be used to further manipulate the results. The most useful parameters for the problem at hand are:

- **bannedRoutes**: A comma-separated list of banned public transportation lines.
- **bannedStops**: Banned stations cannot be used to board or alight from a public transportation mode, but it is still possible to travel through them. This is achieved by blocking the pre-board and pre-alight edges that connect the transit network to the street network.
- **bannedStopsHard**: Stations that are removed from the network. It is no longer possible to board, alight or travel through these stations.

While the bannedStops parameter realizes the avoidance that the system aims to achieve for crowded stations, the time aware usage of this parameter to automatically avoid the stations during rush hour periods is still to be implemented.

2.3. **Constraint integration in multi-modal routing**

Similar to most state-of-the-art route planning services, OpenTripPlanner uses the A* algorithm to search for routes in the transportation network [10]. This algorithm keeps track of an ordered list of tentative routes and during each iteration the one with the smallest weight is extended. In order to achieve multi-modal routes, the algorithm is modified to loop over the available transportation modes during each iteration. For all outgoing edges of the last node, each mode that matches the type of the edge is used to traverse it. For instance, edges from the street network can be used for walking, biking, or driving, whereas edges of the transit network are restricted to a specific public transportation mode.

3. **Results**

3.1. **Example use case**

The following use case exemplifies how the avoidance algorithm calculates routes. We consider a trip in the Munich transit network and compare the route generated by the system with and without the automatic avoidance during rush-hour periods. For this demonstration, the experts from the Munich Transport Corporation (MVG) recommended to use the Sendlinger Tor, as it is one of the most congested stations in the network. In this case the routing request sent to the trip planner could, for example, use the following parameters:

- **fromPlace**: Nordfriedhof station with latitude 48.17312 and longitude 1.59686.
- **toPlace**: Theresienstraße station with latitude 48.15139 and longitude 11.56444.
- **date**: May 5th 2020.
- **time**: 08:00 am.
- **mode**: Walk, transit (buses, trains, trams)

This trip starts near a dorm for students and ends at a station used to access the technical university in the city, which makes it a realistic trip that students take on a daily
basis. The time of the request is within the morning rush-hour period from 07:00 am to 09:00 am.

The route generated without avoidance can be seen in Figure 1 (left). It uses the subway from the origin, marked with a green flag, to get to Sendlinger Tor station. From there, a different subway line is used to get to the destination marked with a red flag. Including the time-aware avoidance results in a route that successfully avoids changing lines at Sendlinger Tor station as shown in Figure 1 (right). The new route cuts the subway part short before reaching banned stations and instead uses a bus to get to the destination. With activated avoidance, the travel time increases by one minute from 23 to 24 minutes.

3.2. General effect of avoidance on line changes

In this section we analyze how avoiding one station would affect the travel time and passenger distribution. The goals are to avoid overcrowding other stations in an attempt to scatter passengers to other stations and to maintain a reasonable travel time. To do so, we analyze the number of routes that use these stations to board, alight, or change lines. This can be considered as an estimation of the number of passengers at the stations. The analysis is based on a set of 1000 random routes located in the city of Munich. For each route, coordinates for the origin and the destination are sampled from an area centered at Sendlinger Tor with a radius of 4 kilometers. In addition, the following parameters are used for all routes:

- **date**: May 5th 2020
- **time**: 08:00 am.
- **mode**: Bicycle, walk, transit (buses, trains, trams)
The coordinates of the stops used to **board**, **alight**, or **change** lines are then extracted from each route and used to generate two heat maps. The first heat map shown in Figure 2 (left) summarizes the routes where no stops were avoided. The heat map in Figure 2 (right) considers the routes where Sendlinger Tor and Hauptbahnhof were automatically avoided during rush hour periods.

![Heat maps showing how often transit stations are used to board or alight public transportation vehicles based on 1000 random routes. Left: Without activated avoidance feature. Right: With activated avoidance feature.](image)

The left image in Figure 2 visualizes how Hauptbahnhof and Sendlinger Tor are originally the most used stations in the network, indicated through the dark red color of these hot spots. While some areas on the outskirts of the network have similar size and darkness, they represent stations where commuters mostly board or alight a transit line but do not change them. With the automatic avoidance feature activated, the heat signature at the Sendlinger Tor and Hauptbahnhof both brighten up, while the direct areas around them darken slightly. This effect visualizes the distribution of the passenger load from these two stations to other nearby stations in the network. Instead of overcrowding a new station in the network, the load was distributed rather evenly over multiple surrounding stations located in close vicinity of the banned ones.

Aside the distribution of line transfers, the avoidance did not have notable effects on other route characteristics. The mean biking distance per route rose from 959 to 976 meters and the average walking distance slightly shrank from 469 meters to 468 meters. The mean waiting time at public transportation stations also remained unchanged at around 3.8 minutes per route. The mean runtime required to calculate a route decreased from 4.7 seconds to 3.7 seconds when the avoidance was activated. Finally, we consider the travel time of the routes used for the creation of the heat maps. The mean travel time increased from 26.5 minutes without avoidance to 26.8 minutes with avoidance.

### 3.3. Effect of avoidance on travel time

In this section we use isochrones to visualize the effect of the avoidance on the travel time in Munich's traffic network. Isochrones are graphs that measure location reachability from a specific origin. They consist of curves with equal travel time (Figure...
3). OpenTripPlanner provides a service for generating isochrones out of the box by sending a request to the system similar to how routes are generated. In Figure 3 Sendlinger Tor was picked as the origin parameter for calculating the isochrones.

The generation of an isochrone starts by calculating a shortest path tree. OpenTripPlanner then builds a regular grid of samples covering the whole shortest path tree area. Finally, the sample points are connected based on their travel time to form the curves of the isochrones. The isolines are computed with the help of the Delaunay Triangulation Algorithm [11].

Figure 3. Isochrone of the travel time. Left: Without avoidance of Sendlinger Tor and Hauptbahnhof. Right: With avoidance of Sendlinger Tor and Hauptbahnhof.

Comparing the yellow and green areas in Figure 3 (left) and Figure 3 (right), shows that the avoidance of Hauptbahnhof and Sendlinger Tor did not have a noticeable effect on the area reachable within 20 minutes of the origin Sendlinger Tor. However, the curves that were affected the most are the ones from 30 to 40 minutes (blue and purple areas). When the crowded intersections are avoided, these areas became noticeably smaller. This reflects an increase in travel time for the destinations located within these areas. The last two curves that represent 50 and 60 minutes were also affected by the avoidance. In general, the areas reachable within 50 and 60 minutes are very similar in both isochrones, with a small decrease in reachability when avoidance is included.

4. Discussion

4.1. Result interpretation

Deleting two critical stations in the transportation network results in an overall increase in travel time, particularly for medium long routes. However, this increase is to be expected since the deleted nodes represent important connections in the transit network. Also, for most routes, the increase was so small that it is neglectable. This is specifically true for the random test set presented in Figure 2, where the average travel time for 1000 randomly generated routes only increased by 0.3 minutes. For longer routes, avoiding the central exchange points in Munich’s traffic network usually results in less direct
routes with more line changes and an increase in waiting time. Regarding the travel time, the increase is rather small, when compared to the potential crowd reduction benefits presented in Figure 2. In contrast to our own expectations, passengers were evenly distributed by the algorithm, thereby preventing neighboring stations from overcrowding. However, this method could still pose a risk, if those neighboring stations are much smaller than the avoided station and therefore could be overloaded even by a comparably small number of passengers. Assuming that this is not the case, the changes to the overall travel time, as well as the stable physical activity level (walk/bike distance) required for a route, would be small enough to compensate for the potential health benefits. This is specifically the case for high-risk groups with a higher need for a safe passage.

4.2. Limitations

The greatest threat lies in the theoretical conception of the motivational aspects. Without real data from travelers, the true threshold for individuals to ignore a safe route can only be estimated. Also, a safety increase through the navigation around congested bottlenecks, can only be assumed but not measured yet. Hence, we do not know how effective such a measure could be unless it has been tested. Another bias lies in the selection of one single city to serve as a prove of concept. Even though the simulation produces promising results in Munich, there is currently no foundation on which the results could be compared to other cities.

4.3. Outlook

We suggest repeating the same evaluation with other cities in Germany, or even Europe, to understand how different transportation networks respond to the avoidance feature. With this measure, it could be determined whether the simulated results of this research are generalizable or whether they merely occurred due to the specific layout of Munich's traffic network. To reproduce these results in other cities, the public transport schedule data and position of traffic hot spots would be required. The format and accessibility of the public transport schedule data may vary between cities. During first investigations, we were able to obtain similar data sets for Nuremberg, Berlin and Duesseldorf. The second requirement for the extension of this work is to obtain the city specific knowledge about the most frequented nodes. For this knowledge a cooperation with local traffic experts would have to be established.

The results presented in the previous sections leave room for a variety of subsequent research areas. As hinted before, our research so far focused on simulations with planned trips. Consequently, the next step could be a comparison of these results to the real travel behavior of Munich's citizens. Currently such a data set does not exist, as there is no technological solution yet that can reliably track the lines, change points and modes of transport a traveler used in a route. Given such a solution was implemented, it could be used to compare the schedule data to the real travel behavior of passengers who are given the chance to test the avoidance router.

Finally, this router could not only be used to prevent infections with contagious diseases, but also to individualize routes to fit to the needs of physically impaired passengers. Firsts test with our algorithm have shown that it is possible to tailor the amount of physical activity through steps in a route to the settings of a passenger. Given that a passenger struggles with walking, it would be possible to generate routes that minimize the number of steps. Vice versa it is also possible to create routes that contain
a minimum number of steps for passengers who need or want to include more physical activity in their daily routines.

5. Conclusion

The presented approach simulated how safer routes that avoid overcrowded nodes in the traffic network of Munich could be generated, without causing the travel time to increase significantly. Even though it could not be determined how much safer such routes are, our simulations suggest that it could dissolve existing congestions without causing new ones at neighboring stations. This would allow passengers to maintain a safe distance to other passengers while they are in a public transport station. Determining when a node is at risk of being too congested was established through a collaboration with city specific transportation flow experts. In the here presented use case for the city of Munich, this knowledge was provided by the MVG who already monitor the public transportation network but required additional tools to steer the passenger flow and prevent congestions.
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Abstract. Background: Mobile-based social media play an important role in the dissemination of information during public health emergencies. Objectives: This study aimed to analyze the contents and trends of public messages posted on Telegram during Coronavirus Disease 2019 (COVID-19) pandemic. Methods: A content analysis of the 1781 messages, posted in a public Telegram channel with more than one million subscribers performed over 9-weeks. The messages were categorized into seven categories. Results: In total, 39% (n=703) of all messages were related to COVID-19. With the official confirmation of the case of COVID-19 in Iran, the number of COVID-related messages started to rise. Overall, the most frequent messages were of joke and humor (n=292, 41.5%), followed by educational messages (n=140, 19.9%). Conclusion: Our study showed that the most popular messages during first weeks of COVID pandemic were satirical, indicating that people may not had taken the risks of this pandemic seriously. It is crucial for health organizations to develop strategies for dissemination of reliable health information through social media.
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1. Introduction

Evidence suggests that dissemination of the health information is a key to manage and control a pandemic like COVID-19 [1]. In particular, in emerging infectious disease outbreaks where people are drive to seek information from various channels due to the limited information available about the disease, source of infection, and consequences of the disease, the health-related content of social media can be critical [2-8].

Social media can also serve as a space for community to actively participate in the rapid sharing of information. They can lead to increasing awareness and reducing the risk of spreading the disease [1]. Some benefits of social media are increasing in people interaction, availability of information, accessibility of health information, exchanging social and emotional support, facilitating surveillance for public health, and informing future policy and planning [9]. However social media can provide an environment for the spread of information and correction of false information, they can also broadcast misinformation in health or other subjects [10-13].

Iran with a 23 million year-on-year hike has great growth in the number of mobile social media users [14]. Telegram is one of the most popular instant messaging mobile applications in Iran [15] with an estimated 45-50 million users [14, 16]. This messenger that was launched in 2013 [17], is an instant messaging service in which users can send and receive any type of files and multimedia, along with text messages. A Telegram channel is used for broadcasting various information and messages [18].

To date, there is little published research systematically analyzed the content and trends of health information in social media during health emergencies in Iran. The objectives of this study were to analyze the contents of the COVID-19 related messages posted on a popular Iranian Telegram channel during the first 9-weeks of COVID-19 pandemic and to determine their content, trend and changes over the time. This study is the first to provide insight into the coverage of health information on a messaging mobile app with over 45 million users in Iran.

2. Methods

We performed a retrospective content analysis of available public posts shared on Telegram. Content analysis is a methodology for quantitative analysis of social media messages and characterizing them in themes and subthemes. Content analysis has been frequently used in the analysis of websites and social media content [19-21].

We used Telegram analytics website [22] to identify the most popular public Telegram channels among Iranians. From the top five channels, we chose “Giz-Miz” channel based on Telegram analytics and experts’ opinion. The selection criteria were having more than 1,000,000 subscribers, publishing content for the general public and not having specific or professional contents. Giz-Miz with over 1.2 million subscribers is a Telegram channel for the general public that publishes posts about various social topics, including COVID-19. The language of the channel is Persian.

2.1. Data collection and coding

We retrieved all the posts on the selected Telegram channel through Telegram application programming interface (API), during a 9-week period from 23 January to 25
March 2020. After excluding the posts not related to Coronavirus or COVID-19, we extracted the images, videos, and texts, posting date, and the number of views for posts.

Two researchers read and analyzed the contents of a sample of 50 randomly selected posts independently and divided them into various categories and subcategories. Afterwards, the authors discussed all identified categories and agreed on the categories and subcategories. Seven categories identified. Then they independently coded all the remaining posts based on latent and manifest contents. In case of any disagreement, a third researcher was consulted. The coefficient of agreement (Cohen kappa) between two researchers was 0.82. Table 1 outlines the coding criteria and categories of the posts.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Subcategories</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>News</td>
<td>Reported Cases and Deaths</td>
<td>- Number of positive cases - Number of dead patients</td>
<td>- How to use a mask - How to wash hands - Healthy diet</td>
</tr>
<tr>
<td>Education</td>
<td>Prevention methods</td>
<td>Posts that teach people about disease prevention</td>
<td>- Survival of Coronavirus in the environment at different temperature</td>
</tr>
<tr>
<td></td>
<td>Food and nutrition</td>
<td>Posts about recommended nutrition to strengthen the immune system during Coronavirus</td>
<td>- Fever, tiredness, dry cough</td>
</tr>
<tr>
<td></td>
<td>Corona Characteristicss</td>
<td>Posts related to the characteristics of Coronavirus</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Symptoms</td>
<td>Posts which teach different symptoms of COVID-19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Modes of transmission</td>
<td>Posts which discuss how Coronavirus could transmit among people</td>
<td>- Contact transmission</td>
</tr>
<tr>
<td>COVID-19</td>
<td>Economic</td>
<td>Posts about how Coronavirus has affected people's incomes and the economies of countries</td>
<td>- The price of oil - Market crash</td>
</tr>
<tr>
<td>impact on</td>
<td>Social</td>
<td>Posts about how Corona has influenced people's relationships and social life</td>
<td>- Closing schools, sports competitions and religious</td>
</tr>
<tr>
<td>society</td>
<td></td>
<td></td>
<td>- Distribution free masks by people</td>
</tr>
<tr>
<td>Health care</td>
<td>Diagnosis and treatment</td>
<td>Posts about measures have been taken to diagnose and treat COVID-19.</td>
<td>- Detection Kit - Treatment protocols</td>
</tr>
<tr>
<td>system</td>
<td>measures</td>
<td>Posts about Problems and challenges health care workers face.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health care workers</td>
<td></td>
<td>- Lack of Personal protective equipment</td>
</tr>
<tr>
<td>Joke &amp; humor</td>
<td>Social</td>
<td>Posts about something funny about Coronavirus which was said or done by people in the society</td>
<td>- Traditional Iranian Medicine</td>
</tr>
<tr>
<td></td>
<td>Political</td>
<td>Posts about Something funny about Coronavirus which was said or done by government politicians.</td>
<td>- Elections during the spread of Corona</td>
</tr>
<tr>
<td>Combating</td>
<td>Travel</td>
<td>Posts that discuss actions to prevent people from travelling</td>
<td>- Traffic restrictions</td>
</tr>
<tr>
<td>coronavirus</td>
<td>Cleaning and Disinfecting</td>
<td>Posts about actions have been taken to disinfect cities.</td>
<td>- Disinfection of buses, gas stations and banks</td>
</tr>
<tr>
<td></td>
<td>Public Spaces Providing</td>
<td>Posts about actions have been taken to disinfect cities.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Online Services</td>
<td>Posts about online services aimed at reducing people's presence in crowded places</td>
<td>- E-Banking, online shopping and E-learning</td>
</tr>
<tr>
<td></td>
<td>Social distancing</td>
<td>Posts about actions have been taken in the community to maintain social distance</td>
<td>- Keep distance from other people - Work from home</td>
</tr>
<tr>
<td>Criticism</td>
<td>Social</td>
<td>Posts that criticized people's behavior in society</td>
<td>- Mask holders</td>
</tr>
<tr>
<td></td>
<td>Political</td>
<td>Posts that criticized the government's performance on Coronavirus's actions</td>
<td>- No quarantine of cities - Iran's Mahan Air continue Flights to China</td>
</tr>
</tbody>
</table>
2.2. Quantitative data analysis of the posts

We performed descriptive statistics with Microsoft Excel 2019 and SPSS version 26. We calculated frequency and percentage to describe the characteristics of the posts including the post format, topics covered and the number of views. We presented weekly trends of the posts based on the identified categories. The weeks are numbered according to the timeline of the COVID-19 outbreak so that the week that the first case of disease was officially confirmed in Iran was labelled as week 0. Three weeks before that was labelled as week-3 to -1. The five weeks after the announcement of the first case were labelled as week 1 to 5. It’s noticeable that the number of disease cases had a considerable increase over time and reached to 9656 cases in week 5.

3. Results

A total of 1781 posts were retrieved, reviewed, and analyzed. From these, 39% (n=703) were related to COVID-19 or coronavirus. Other posts were fun and humor, political and social, etc. The average number of views of posts was 526,970 (140,000~2,000,000). Coronavirus related posts were three types included of videos (n=293, 41.7%), photos (n=291, 41.4%) and text messages (n=119, 16.9%).

3.1. Content of the posts

Table 2 indicates the number of posts by categories on the channel. Most frequent post category was joke and humor with 41.5% (n=292); the number of social joke posts was seven times as many as the number of political joke posts. Education with 140, had the second highest number of posts. In this category, the prevention methods had more posts (63.5%) than other subcategories. Ranked in the third place was criticism, in which the percentage of social criticism was two times more than political criticism with 63.5% and 36.5%, respectively. Coronavirus’s impact on society had the lowest number of posts with just 3.3%.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Subcategories</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>News</td>
<td>Reported Cases and Deaths</td>
<td>54 (7.7)</td>
</tr>
<tr>
<td>Education</td>
<td>Prevention methods</td>
<td>89 (12.7)</td>
</tr>
<tr>
<td></td>
<td>Food and nutrition</td>
<td>11 (1.6)</td>
</tr>
<tr>
<td></td>
<td>Corona Characteristics</td>
<td>18 (2.6)</td>
</tr>
<tr>
<td></td>
<td>Symptoms</td>
<td>9 (1.3)</td>
</tr>
<tr>
<td></td>
<td>Modes of transmission</td>
<td>13 (1.8)</td>
</tr>
<tr>
<td>COVID-19 impact on society</td>
<td>Economic</td>
<td>11 (1.6)</td>
</tr>
<tr>
<td></td>
<td>Social</td>
<td>12 (1.7)</td>
</tr>
<tr>
<td>Health care system</td>
<td>Diagnosis and treatment measures</td>
<td>26 (3.7)</td>
</tr>
<tr>
<td></td>
<td>Health care workers</td>
<td>28 (4)</td>
</tr>
<tr>
<td>Joke &amp; humor</td>
<td>Social</td>
<td>256 (36.4)</td>
</tr>
<tr>
<td></td>
<td>Political</td>
<td>36 (5.1)</td>
</tr>
<tr>
<td>Combating COVID-19</td>
<td>Travel</td>
<td>24 (3.4)</td>
</tr>
<tr>
<td></td>
<td>Cleaning and Disinfecting Public Spaces</td>
<td>6 (0.9)</td>
</tr>
<tr>
<td></td>
<td>Providing Online Services</td>
<td>5 (0.7)</td>
</tr>
<tr>
<td></td>
<td>Social distancing</td>
<td>31 (4.4)</td>
</tr>
<tr>
<td>Criticism</td>
<td>Social</td>
<td>47 (6.7)</td>
</tr>
<tr>
<td></td>
<td>Political</td>
<td>27 (3.8)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>703(100)</td>
</tr>
</tbody>
</table>
3.2. The trend of the Posts

Figure 1 shows the trend of COVID-19 posts over time. All categories declined in the week -1 and 0. Afterwards, with an exception to education and joke posts, all posts showed a modest steady increase over time. With regards to education posts, there has been a high increase in week 3 before declining over time. However, jokes and humor post soared and reached to their max at the end of the study.

4. Discussion

Based on our findings, there was a rise in the number of humor posts as the number of cases increased. Although this finding is counterintuitive, the literature shows that during past public health crises, humors were spread through social media, too. For example, in the analysis of the content of twitter messages during H1N1 Influenza epidemic, the highest proportion (12.7%) of tweets was of humor type [6]. Also in another study about Ebola, the highest proportion (23%) of the posts, which were published on two image sharing platforms, were jokes [23]. Moreover, research shows that Jokes were the most common posts on twitter during the Zika outbreak [24]. This could be illuminated through different explanations. First, humors including social media jokes could be as a tool for stress reduction with a protective role in mental health [25] pandemic with such large extent as COVID-19 can affect mental health and develop stress-related disorder [26]. This unprecedented situation with social distancing and uncertainty about the disease takes a toll on the mental health of the population. This will be exacerbated when the population have been already affected by preexisting problems. For example, in Iran economic stagnation preceded the pandemic had already caused considerable stress and economic hardship in people [27]. Therefore, viewing humor posts help people better cope with adversity. The second reason that jokes are popular during the crises could be chasing a safe and subtle alternative way of criticizing authorities particularly when there might be consequences for the serious criticism [28, 29]. Based on Sulistyanatingtyas et al, humors can appear as a discourse and social mechanisms in response to a critical situation like COVID-19 pandemic [1]. Finally, many useful information can be emitted through jokes. People can benefit from learning in a relaxing and fun atmosphere [1]. Moreover, in our study, a significant rise in the number of posts in week 5 can be due to approaching the Iranian New Year. Recommendation by health authorities for adhering to social distancing rules could motivate people to spread more posts on jokes through social media to create a more relaxing and joyful atmosphere.
The second most popular group of posts was education. Up to the time of drafting this manuscript, due to lack of vaccine and effective treatment, the best strategy to deal with COVID-19 has been prevention, which is well presented in the educational posts (63.6% of the educational posts) [30]. Another noticeable point of our findings was that despite the huge social effects of coronavirus pandemic on daily lives and social occasions, they were rather failed to address adequately. It seems that in similar studies, a larger proportion of social media messages contained the social and economic consequences of the disease epidemic. In one study, for example, 39 of 100 messages expressed fear/anxiety in the community and 15 of them mentioned the need for medical or economic assistance. These can reflect the social and economic effects of the disease [5]. In another study, 23% of the messages contained personal experiences of the disease, which can be considered a reflection of the social impact of the disease [6].

Health care system was another category which drew little attention. Having preexistence of human and financial limitations in place, as with any pandemic, over the study period health care system was overloaded with the number of patients. However, this was not addressed through messages which were posted (less than 8%). In a study of coverage Ebola epidemic on YouTube, 18% of posts discussed dangers for health care personnel, 11% was about medical help/resources in Africa and 2% discussed need for health care training; that is 31% totally, and it’s a noticeable proportion of the posts [5]. Our findings may be an indication of low awareness of the critical role of the health system in the crises among the social media users.

Regarding the trend of the posts, in general, about 30% of posts (30 out of 103) were relevant to COVID-19 before the official announcement of the first case of COVID-19 in Iran (from 23 January to 18 February 2020). Despite this fact that coronavirus was declared as a public health emergency in the world, the greatest number of posts was joke and humor in the first two weeks. This shows that COVID-19 might not be perceived as a serious health issue in Iran. During this time, all flights from China were still in place, and no practical action was taken to prevent arriving the Coronavirus in Iran [31]. During the third week, the number of all COVID-19 posts reached its lowest level, maybe due to coinciding the Father’s Day celebration in Iran which made people concentrate on it.

The number of posts increased and peaked a week after the official announcement of the first case of COVID-19 in Iran. During this week, the number of confirmed cases increased from 2 to 137. This sharp increase could be due to disregarding social distancing directives by the people who wanted to participate in the parliament election at the beginning of the week, despite the announcement of the disease. As a result of this increase in the number of COVID-19 cases, the number of education posts reached its peak because people needed information and became more aware of the disease risks and severity. Studies have shown that because of concerns in emergencies, people demand and search for information [2, 3, 25], and become more interested in gaining information about the disease [32]. However results of a study on Twitter during influenza H1N1 pandemic has shown that the number of H1N1-related Tweets declined while the number of cases of the disease was increasing [33]. This difference could be due to the fact that COVID-19 is a more contagious, widespread and new unknown disease that has caused great concern in the world.

In the first week after the onset of COVID-19 in Iran, joke and humor had the highest number of the posts; it may be because of stress control as mentioned earlier; but during the second and third weeks, along with the increase in the number of patients, the number of joke decreased. This show that the public knew that the situation had become more
critical. In the assessment of Twitter during 2009 H1N1 epidemic, the proportion of Tweets containing jokes declined over time [6]. In addition, the number of educational posts declined in these two weeks. A hypothesis can because of decreasing perceived severity over time, as had shown in a study on H1N1 pandemic [34]. The posts related to combating Coronavirus was the only category that has been on the rise from the 6th to the 9th week, reflecting that the government has taken measures such as disinfecting cities and traffic bans to prevent further spread of the disease.

In this study, we only retrieved posts related to coronavirus and COVID-19 and did not examine the trustworthiness of the posts. In addition, the messages analyzed were retrieved from one public Telegram channel and our findings may not be generalizable to channels with a specific topic of interest. However, the selected Telegram channel is one of the most popular public Telegram channels in Iran with diverse users of different ages and thus can be regarded as having a relatively high impact on the general public.

4.1. Conclusion

We analyzed the content of social media posts related to COVID-19, which were published on Telegram. Different categories of the posts have emerged from our data. Among them, jokes and educational posts were the most common. Posting a considerable amount of posts related to COVID-19 crisis highlighted the prominent role of social media in public emergencies. This could play a critical role in public education in such emergencies where people need and search for information. Reliable and valid information could help to control the widespread public health crises and their consequences. We also found that even with such an extensive crisis with many casualties, people could be distracted by social issues such as an election or traditional ceremonies. Therefore, appropriate knowledge and education should be made available by health organizations to the public to prevent the spread of the disease during outbreaks.

References


A Mechanism for Verifying the Integrity and Immutability of Tuberculosis Data Using IOTA Distributed Ledger Technology

Vinícius LIMAa,b,1, Filipe BERNARDIa,b, Rui RIJOc, Jó UEYAMAd and Domingos ALVES
a Ribeirão Preto Medical School, University of São Paulo, Ribeirão Preto, Brazil
b Bioengineering Postgraduate Program, São Carlos School of Engineering, University of São Paulo, São Carlos, Brazil
c School of Technology and Management, Polytechnic Institute of Leiria, Leiria, Portugal
d Institute of Mathematical and Computer Sciences, University of São Paulo, São Carlos, Brazil
e Department of Social Medicine, Ribeirão Preto Medical School, University of São Paulo, Ribeirão Preto, Brazil

Abstract. Background: Intensified research and innovation and rapid uptake of new tools, interventions, and strategies are crucial to fight Tuberculosis, the world’s deadliest infectious disease. The sharing of health data remains a significant challenge. Data consumers must be able to verify the consistency and integrity of data. Solutions based on distributed ledger technologies may be adequate, where each member in a network holds a unique credential and stores an identical copy of the ledger and contributes to the collective process of validating and certifying digital transactions. Objectives: This work proposes a mechanism and presents a use case in Digital Health to allow the verification of integrity and immutability of TB electronic health records. Methods: IOTA was selected as a supporting tool due to its data immutability, traceability and tamper-proof characteristics. Results: A mechanism to verify the integrity of data through hash functions and the IOTA network is proposed. Then, a set of TB related information systems was integrated with the network. Conclusion: IOTA technology offers performance and flexibility to enable a reliable environment for electronic health records.
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1. Introduction

Measured by the number of people who die each year, tuberculosis (TB) is the world’s deadliest infectious disease [1]. To achieve the milestones for reductions in cases and deaths, the World Health Organization (WHO) has defined the global strategies and targets for TB prevention, care, and control, as part of The End TB Strategy, which defines 3 pillars to reduce TB burden [2]. One of these pillars consists of incorporating
an environment supported by digital health to promote intensified research and innovation and rapid uptake of new tools, interventions, and strategies.

In Brazil, the Tuberculosis Ecosystem (SISTB) for monitoring tuberculosis treatment via the Directly Observed Treatment (DOT) strategy and patients’ follow-up has been developed [3], consisting of several modules. Information about the treatment may be recorded online or offline, as well as remote self-registration of medication intake by the patient through the upload of a video for a health team (VDOT) [4]. Also, the SISTB is able to communicate and share health data with other national and international repositories through a semantic interoperability layer [5].

TB records are composed of a variety of health data, such as demographics, treatment, exams, daily registration of medication intake, and contacts tracking. These pieces of data are linked together and visualized according to the objective of the health professional. Therefore, TB health information systems are segmented in several sections, where each one presents data within their context.

Despite these advances in the attendance of TB patients, the interinstitutional sharing of health data remains a significant challenge. The ineffective process of sharing data in the health sector results, in part, from the lack of trust between providers and data interoperability between healthcare IT systems and applications [6]. Data consumers must be able to verify the consistency and integrity of data. Trust relationships often exist between providers in the network and/or healthcare organizations but are particularly difficult to maintain due to the lack of consensus that the data can generate if the parties do not use the same healthcare system with a shared provider directory [7].

To address such challenges and enable patient and health stakeholders’ control and autonomy, solutions using distributed ledger technologies (DLT) may be adequate. DLTs also offer opportunities for clinical research, real-time access to individualized data and the ability to set permissions for accessing and auditing data to ensure their integrity and security [8].

A DLT is based on the principles of peer-to-peer (P2P) network and cryptographic primitives. Each member in the network holds a unique credential and stores an identical copy of the ledger and contributes to the collective process of validating and certifying digital transactions for the network [9]. Information is encrypted and digitally-signed to guarantee authenticity and accuracy. Blockchain is one example of a DLT, which became famous with the digital currency Bitcoin in 2008 [10], but there are other approaches with distinct operation.

In this sense, this work proposes a mechanism and presents a use case in Digital Health, in which the main goal is to allow the verification of integrity and immutability of TB electronic health records using a DLT-based approach.

2. Methods

This research seeks to address an open issue in security of health data. Based on the relevance of the theme, a research question was defined to drive the development of the solution, as follows: “How to deliver a mechanism to allow systems’ users to verify the integrity and immutability of a given TB health information?”. Due to the sensitivity of data, one key challenge to be faced is to provide guarantees that a given record, e.g., a video or an electronic health record, was not corrupted. An approach deployed in the SISTB Ecosystem is proposed to enable the possibility of
consumer systems/users to check the integrity of a health record by using hash functions and a DLT.

Hash functions are algorithms that transform a message of random length and generate a fixed-length output that acts as a unique identifier of a message. Any minimal changes to the original message will lead to an entirely different hash value [11]. In this sense, the solution is relevant because it may increase reliability of stored data.

2.1. IOTA

An attractive alternative to traditional blockchain architectures for DLTs is the Directed Acyclic Graph (DAG). DAG ledgers can provide many gains over traditional blockchain, including performance, scalability and transaction costs. In this work, we adopted the IOTA, developed in 2015, with no trading fees, blocks, or mining. Based on the M2M (Machine to Machine) principle, IOTA was designed specifically for the Internet of Things (IoT) industry with an interconnected architecture through a tangled network, the Tangle network [12].

All the data flow management can happen in channels with the exchange of Masked Authenticated Messages (MAM). MAM protocol is one of the most remarkable features of IOTA. It allows data to be shared securely via an encrypted channel. In this way, it is possible to ensure that the recipient of a transaction receives data with integrity through a trusted source [13]. To decrypt data stored in transactions, the key must be known, so only authorized parties can access the data.

The IOTA community maintains two public networks, and each one has its own Tangle to which nodes can attach transactions: the Mainnet and the Devnet. In addition, a private node can be deployed and attached to the network.

3. Results

The main outcomes of this work consist in the following: i) the deployment of a private node in the IOTA Devnet public network; ii) a mechanism to perform verifications of integrity of data stored in the SISTB and in the VDOT App. The SISTB Ecosystem relied on IOTA technology to increase trust in data accessed by multiple actors.

The private node was deployed in a virtual server. The software, called Hornet [14], is provided by the IOTA community. Although being connected to a public network, owning a private node allows an organization to securely interact with the Tangle, with specific permissions and without depending on the availability of third-party nodes.

The IOTA node automatically exposes an Application Programming Interface (API) to enable interoperability with external applications. The API allows writing and reading operations, i.e., sending and retrieving transactions, as well as the communication through confidential channels with encrypted data (MAM).

To communicate with the node, an additional auxiliary API was developed in Node.js that directly connects to the node’s API using programming libraries [15] maintained by the IOTA community. This API was able to authenticate and send/retrieve transactions to/from the Tangle and work as a bridge to the network. Finally, through specific endpoints of the interoperability layer available in the SISTB Ecosystem, authorized systems were able to connect to the auxiliary API to interact with the Tangle.

Figure 1 summarizes the communication flow and the integration between components.
The SISTB Ecosystem needed the auxiliary API to interact with the Tangle. When an electronic health record was created or updated, or a video was submitted through the VDOT App, a data entry trigger calculated a hash for the data and called the auxiliary API, supplying the record ID, the hash and a timestamp as a JSON object. Then, a communication channel was established with the IOTA node, which effectively submitted the transaction (with data) to the Tangle. After successfully committing it, the transaction’s ID was returned to the auxiliary API, which was stored it in the history of transactions for further reading operations. Figure 2 presents an example of data stored in the Tangle.

Considering that this solution uses a shared network, it is important to keep data confidential in the Tangle. Therefore, the MAM protocol was used, which receives the message and a symmetric key known only by auxiliary API to encrypt and decrypt data. Systems from the SISTB Ecosystem do not know the key, because this API is the single point that writes and reads data from the Tangle.

Finally, a consumer system (or user) that wants to verify the integrity of a specific data can calculate the hash of the data by itself and compare it with the hash stored in the Tangle. If hashes match, it means that the data was not changed. When disclosing data for users, interfaces of the systems usually present the hash calculated in real-time, that is, when the user navigates to the page that contains the data, the transaction ID associated with that data and the hash extracted from the Tangle. If there is a mismatch, the user is alerted about a possible data corruption. Also, with the transaction ID in hands, the user can manually double-check the hash in the Tangle through an explorer tool provided by the IOTA community.

4. Discussion

IOTA technology is a free and open-source tool that enables a reliable environment for electronic health records underpinned by DLT features, such as data immutability, traceability and tamper-proof characteristics. Most existing studies on IOTA applications in health information systems have focused on conceptual designs and systems for verifying the integrity and immutability of electronic health records or on proposals with...
managerial aspects of information [16]. Unlike the literature, a functional prototype was implemented to demonstrate the feasibility of the solution proposed in this work.

The main challenges of traditional blockchain-based solutions have been gradually overcome by IOTA Tangle and MAM. Despite being a constantly evolving solution, afforded by your active community, solid aspects in terms of cost, efficiency, scalability and flexibility in managing data access have been identified as advantageous in relation to their predecessors. Moreover, in health information systems, where the information is sensitive, the solution must comply with the latest regulations (for example, LGPD, a Brazilian GDPR). The immutability, traceability and tamper-proof characteristics reduce the risk of irregular processing and storage [17].

In this work, it is assumed that the party (SISTB) storing and sharing TB data can be trusted. One may say that, in this case, using a DLT tool becomes obsolete. However, the proposed solution seeks to protect a data consumer (other systems or users) from obtaining malicious or altered data in case of an unexpected security breach.

Finally, although a private node was deployed, a public network was used. The private node guarantees the connection with the Tangle with a dedicated and protected API. To increase availability, additional nodes can be configured for redundancy. Ideally, migrating for a private network is desirable, allowing a full control of nodes and participants.

5. Conclusion

This work presented the use of IOTA technology to deliver a mechanism to enable the verification of integrity of tuberculosis related data stored in the SISTB Ecosystem, enhancing trust on data in a reliable, safe and controllable way. IOTA offers performance and flexibility to enable a reliable environment for electronic health records.

Although the approach presented in this work was motivated by the TB scenario, its application is suitable in other health areas. The only requirement is to be able to calculate hashes for pieces of data in a given health information system to, then, write it into the IOTA network.

As future work, it is expected to establish a whole private network based on IOTA technology, so confidentiality and access control could be increased, which will allow the use of the network for additional purposes.
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Abstract. Background: Patients with major adverse cardiovascular events (MACE) such as myocardial infarction or stroke suffer from frequent hospitalizations and have high mortality rates. By identifying patients at risk at an early stage, MACE can be prevented with the right interventions. Objectives: The aim of this study was to develop machine learning-based models for the 5-year risk prediction of MACE. Methods: The data used for modelling included electronic medical records of more than 128,000 patients including 29,262 patients with MACE. A feature selection based on filter and embedded methods resulted in 826 features for modelling. Different machine learning methods were used for modelling on the training data. Results: A random forest model achieved the best calibration and discriminative performance on a separate test data set with an AUROC of 0.88. Conclusion: The developed risk prediction models achieved an excellent performance in the test data. Future research is needed to determine the performance of these models and their clinical benefit in prospective settings.
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1. Introduction

1.1. Problem Statement

Cardiovascular diseases are one of the major death causes. In Austria, almost 40% of deaths are due to major adverse cardiovascular event (MACE) such as myocardial infarction or stroke [1]. During their lifetime, patients with cardiovascular diseases suffer from frequent hospitalizations and treatments, and their outcome depends often on 24-hour care after a severe cardiovascular event [2]. By identifying the risk at an early stage, many of these cases could have been prevented [3].

In many cases, a MACE is caused by advanced atherosclerotic vascular diseases. Atherosclerosis is strongly influenced by smoking, poor diet and lack of exercise. Since atherosclerotic vascular diseases develop over a long period of time, an early risk identification and preventive actions can decrease the risk of MACE [3].
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One way of identifying patients at risk is the use of clinical prediction models. Common risk scores for cardiovascular diseases are the Framingham Risk Score [4], QRISK3 [5], SCORE [6] or ACC/AHA Risk Score [7].

The advantage of these scores is the use of a few predictors for the risk estimation. QRISK3 uses 22 predictors including age, smoking and prevalent diseases to predict the 10-year risk of a cardiovascular event. In a validation cohort, the score achieved a high discriminative performance with a C-statistic of 0.88 [5].

Compared to this, the Framingham Risk Score achieved an Area Under the Receiver Operating Characteristic (AUROC) of 0.79 in women. However, the Framingham Risk Score is using seven parameters to calculate the 10-year risk of cardiovascular disease. Furthermore, it should not applied to patients with diabetes.

The ACC/AHA Risk Score achieved an AUROC of 0.818 for African-American women. The poorest AUROC performance for non-Hispanic white men was 0.713.

Similar to the before mentioned score, the SCORE AUROC ranged from 0.71 to 0.84. It is using similar feature as the Framingham Risk Score and ACC/AHA Risk Score and was developed for European clinical practice.

However, all of the mentioned scores require manual input for risk assessment. The manual scoring often presents an additional burden for healthcare professionals instead of optimizing care. In addition, most risk scores are based on linear methods which are not able to account for non-linear relationships in highly complex data [8].

Therefore, the use of machine learning (ML) techniques is an alternative. ML algorithms can be trained on already available electronic medical records (EMRs) and account for numerous predictions in order to achieve high predictive performance.

Weng et al. [9] demonstrated that machine learning based approaches are able to predict cardiovascular events. However, their best performing model, a neural network, achieved only a performance of an AUROC of 0.764, which was comparable to the ACC/AHA score. Krittanawong et al. [10] demonstrated that the performances of the risk score could be outperformed by machine learning. This meta-analysis of prediction models for cardiovascular diseases showed that machine learning models can achieve AUROCs between 0.88 and 0.93.

1.2. Objectives

The aim of this study was to develop a prediction model based on electronic medical records to predict the 5-year risk of MACE. A machine learning approach was used in order to estimate the risk for each patient without additional efforts by clinicians and to account for various predictors available in the EMR system.

2. Methods

2.1. Data Overview

Data for modelling was provided by the public hospital provider Steiermärkische Krankenanstaltengesellschaft m.b.H. (KAGes). KAGes covers approximately 90% of acute care beds in the province of Styria, Austria, and provides ambulatory care services. Therefore, longitudinal health records of 2.4 million patients in Styria are available starting from 2006. The extracted EMR data included among others demographic data, ICD-10 coded diagnoses, nursing assessment, LOINC codes for laboratory data,
procedures, transfer data and ATC classes for medication. Available EMR data was included within the time span of 01/01/2009 and 12/31/2019. All patients under the age of 18 were excluded from modeling.

2.2. **Label Definition**

In order to identify patients with the prediction outcome MACE, transfer data, diagnoses and procedures were used. First, all patients with a coded diagnosis of angina pectoris (ICD-10 code I20) with a manual description associated to an acute coronary syndrome were included. In addition patients with one ICD-10 code of the diagnoses shown in Table 1 were included, if a matching procedure or transfer to a coronary catheterization laboratory was recorded for the hospital stay.

![Table 1. ICD-10 Codes for outcome definition](image)

<table>
<thead>
<tr>
<th>ICD-10 code</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>I20</td>
<td>Angina Pectoris</td>
<td>Coronary heart disease</td>
</tr>
<tr>
<td>I21</td>
<td>Myocardial Infarction</td>
<td></td>
</tr>
<tr>
<td>I24</td>
<td>Other acute ischemic heart disease</td>
<td></td>
</tr>
<tr>
<td>I46</td>
<td>Cardiac arrest</td>
<td></td>
</tr>
<tr>
<td>I63</td>
<td>Cerebral infarction</td>
<td>Cerebrovascular disease</td>
</tr>
<tr>
<td>I64</td>
<td>Stroke</td>
<td></td>
</tr>
<tr>
<td>I71</td>
<td>Aortic aneurysm and dissection</td>
<td>Other cardiovascular disease</td>
</tr>
<tr>
<td>I74</td>
<td>Arterial embolism and thrombosis</td>
<td></td>
</tr>
</tbody>
</table>

All patients with the following procedures were included in the cohort of MACE patients: coronary bypass surgeries, percutaneous coronary catheterization and systemic thrombolysis for myocardial infarction or stroke. In addition, magnetic resonance and computed imaging procedures for cerebrovascular diseases were used.

In case of a MACE, there is a high probability that the patient will receive cardiovascular associated procedures in one of three coronary catheterization facilities in the State of Styria. Thus, patients with transfers to the coronary catheterization laboratories in combination with a defined diagnosis or procedure were included as MACE patients.

Furthermore, the death data from Austria's Federal Statistical Office (Statistik Austria) enriched the definition of MACE patients: KAGes patients with death due to myocardial infarction (I21), cerebral infarction (I63) or stroke (I64) were included as MACE patients. Patients with the following ICD 10 codes were excluded, because these disease are mostly not caused by atherosclerosis [11]: intracerebral haemorrhage (I61, I62), aneurysm and dissection (I72).

After applying all inclusion and exclusion criteria, 86,365 admissions of 29,262 patients were included in the MACE group. The overlap of the identification of MACE patients using the four data modalities is shown in Fig. 1.
Finally, 181,150 admissions of 98,405 patients without MACE identification within 5 years after admission were extracted. For patients with multiple stays in the specified time period, all stays were treated separately. This resulted in 267,515 admissions for modeling.

2.3. Feature Extraction & Modelling

As a reference date for risk prediction, the discharge date of the admission included in the data set was set. Until this reference date, various features were created using already available data from the patient. Out of the data modalities described in section 2.1, 9,270 features were created.

Following, all constant features were deleted, before feature selection was applied. As a method of univariate feature selection, Chi-squared tests and ANOVA were applied, which removed 2,425 features from the data set. For further selection, a Generalized Linear Model with Lasso regularization and a Random Forest model were trained with the remaining features. Using only features with their coefficients greater than zero in or greater than the average feature importance in Random Forest, a feature size of 826 was achieved.

The final data of 267,515 admissions and 826 features was split into a 70% training and 30% test data set. Model training was performed only on the training data using a 5-fold cross-validation. Four different methods were used for training: Generalized Linear Model with Elastic Net regularization (GLM), Random Forest (RF), Gradient Boosting Machines (GBM) and Linear Discriminat Analysis (LDA).

To optimize the hyper-parameters of each method, the GridSearchCV function from scikit-learn [12] was used. GridSearchCV performs a 5-fold cross-validation for every hyper-parameter combination.

Finally, the performances of the models were evaluated on the separate test data set. The discriminative performance was measured using the AUROC value with 95% confidence intervals and ROC plots. The confidence intervals were calculated using the DeLong method [13]. Based on the closest topleft threshold, sensitivity, specificity, and precision were calculated. In order to analyse the calibration of the models, calibration plots were used showing the percentiles of risk probabilities in the x-axis and relative frequency of MACE on the y-axis. Additionally, an ethical vote was issued by the

![Figure 1. Venn diagram of the final selection of MACE patients using four modalities of identification: Diagnosis (ICD), procedures (LEI), death data (STA), and transfer data (BEW).](image-url)
Medical University of Graz for the development of these predictive models (30-146 ex 17/18). Furthermore, the TRIPOD statement [14] was used for model development, validation and reporting.

3. Results

In Table 2, the results of the evaluation on the test data are presented. Although the discriminative performance of all methods was excellent with AUROC above 0.86, the Gradient Boosting Machines achieved a slightly better performance than the others. Furthermore, a plot with the ROC curves of all models is shown in Fig. 2.

Table 2. 5-Year MACE prediction using four machine learning algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUROC [95%-CI]</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLM</td>
<td>0.867 (0.848 - 0.886)</td>
<td>0.798</td>
<td>0.767</td>
<td>0.619</td>
</tr>
<tr>
<td>RF</td>
<td>0.879 (0.860 - 0.897)</td>
<td>0.808</td>
<td>0.776</td>
<td>0.632</td>
</tr>
<tr>
<td>GBM</td>
<td>0.896 (0.879 - 0.913)</td>
<td>0.808</td>
<td>0.820</td>
<td>0.681</td>
</tr>
<tr>
<td>LDA</td>
<td>0.867 (0.848 - 0.886)</td>
<td>0.785</td>
<td>0.780</td>
<td>0.630</td>
</tr>
</tbody>
</table>

Fig. 3 presents the calibration plots of the models. Results of Gradient Boosting Machines showed the poorest performance among the models, with an underestimation of the risk for MACE at the lower percentiles and an overestimation of the risk for higher percentiles. Random forest and Generalized Linear Model showed a good calibration for all risk percentiles.

![Figure 2. ROC curves for the trained models when applied on the test data (Generalized Linear Model (GLM), Random Forest (RF), Gradient Boosting Machines (GBM), Linear Discriminant Analysis (LDA))](image-url)
In addition, the 17 most important features of the Random Forest were investigated (see Fig. 4). Similar to QRISK3 or the other cardiovascular diseases related risk scores, age had a very large impact on risk prediction. An increased value for urea in serum or plasma, and potassium in serum or plasma were features with the highest influence, among the others. These features are associated with renal disorders, leading to an increased risk for cardiovascular diseases [5] [15] [16].

**Figure 4.** Gini Importance based Feature Importance of the Random Forest model.
4. Discussion

Our study presents the development of various machine learning models predicting the 5-year risk of a major cardiovascular event (MACE) of in-patients. EMRs of more than 127,667 patients were used to train the risk prediction models using different methods. Although GBM proved to be the best discriminator, the results of calibration curve were not satisfying. The three remaining models showed equally good results when considering both discrimination and calibration. This could be due to a comprehensive and effective feature selection.

With an AUROC of 0.879, the Random Forest model outperforms established cardiovascular risk scores such as QRISK3 or the ACC/AHA. However, the comparison has to be considered with care, as the models developed in our study predict the 5-year risk of MACE, while the published scores mostly predict a 10-year risk.

Further limitations need to be discussed. A main advantage of clinical scores over machine learning models is their generalizability. The use of few predictors for a risk prediction is independent of the availability of EMRs. As EMR systems and their records vary between hospitals, machine learning models developed in one hospital might not be applicable to other hospitals. External validation of machine learning-based models is crucial for a broad deployment.

KAGes covers almost 90% of the in-hospital stays in the region, and thus the EMR system provides a comprehensive population-based view of patient histories. However, the identification of patients with MACE can be biased if the event was recorded in another hospital outside the KAGes network. Using different modalities for labelling, including death records from the official Austrian statistical office, presents a major advantage of this study.

Although risk prediction by machine learning models might be highly accurate, more actions are needed in order to achieve a clinical benefit. In a first step, clinicians need to be informed about patient’s individual risk factors using transparent visualization methods embedded in the hospital information systems. In a second step, it is essential to inform patients about preventive measures to modify the risk. Thus, future work should focus on how a predicted risk can be changed by staging preventive actions or treatment for patients with high risk of MACE.

The prediction models achieved an excellent performance in this study. In previous work, we demonstrated the high performance of machine learning model predicting delirium in a clinical setting [17]. Future work needs to focus on the prospective evaluation of the risk prediction models for MACE and determine the overall clinical benefit for patients.
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Abstract Background: Integration of heterogeneous resources is key for Rare Disease research. Within the EJP RD, common Application Programming Interface specifications are proposed for discovery of resources and data records. This is not sufficient for automated processing between RD resources and meeting the FAIR principles. Objective: To design a solution to improve FAIR for machines for the EJP RD API specification. Methods: A FAIR Data Point is used to expose machine-actionable metadata of digital resources and it is configured to store its content to a semantic database to be FAIR at the source. Results: A solution was designed based on grlc server as middleware to implement the EJP RD API specification on top of the FDP. Conclusion: grlc reduces potential API implementation overhead faced by maintainers who use FAIR at the source.
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1. Introduction

Integrating sensitive, sparse and heterogeneous datasets is key for accelerating research and patient care in the Rare Disease (RD) field. RD resources such as biobanks, patient registries and omics datasets are often dispersed and hard to find in order to integrate. The European Joint Programme on Rare Diseases (EJP RD) \cite{1} brings together researchers across the RD field to address data integration problems by implementing the FAIR (Findable, Accessible, Interoperable and Reusable) data principles \cite{2}. One of the goals of the EJP RD project is to build a so-called ‘virtual platform’ (VP) via which centralized and federated RD resources can be found and interrogated. Importantly, the underlying infrastructure needs to enable automated processing between the resources. A common API specification has been proposed that programmers can use in their code to discover resources and data records \cite{3}. However, documented APIs are not sufficient for a dynamic, AI ready VP that is also interoperable outside of the EJP RD project: resources and their content need to be self-describing with global, machine readable models, in line with the FAIR principles. This can be achieved by using global ontologies defined in the Resource Description Framework (RDF). For many system designs, including the EJP RD VP, it will be a requirement that common APIs can work...
seamlessly with this technology. In this paper, we propose a design to implement common APIs as a complement to resources that apply RDF to implement FAIR principles. The Orphanet data catalogue was used as an example.

2. Methods

The FAIR Data Point (FDP) is general-purpose software that helps users expose metadata of their resources in a FAIR manner, particularly to meet the FAIR requirement of machine readability [4]. An FDP therefore relies on Semantic Web technologies by design, including the Resource Description Framework (RDF), triple store (an RDF database) and the SPARQL Protocol and RDF Query Language (SPARQL) a W3C recommended standard to manipulate and query RDF [5]. FAIR for machines in the FDP is achieved in two ways. First, the FDP applies widely used RDF-based vocabularies such as the Data Catalog Vocabulary and Dublin Core to describe the resource in machine readable terms. Secondly, the FDP uses triple stores to store and serve the metadata. The REST API of the FDP also supports the Linked Data Platform (a W3C recommended specification to manipulate RDF documents via HTTP) GET call specification [6].

Within the EJP RD project, a set of common API specifications is also being defined for programmers, including an API for discovery of resources and data records. Version 0.2 of this API aims to address discovery of resources at a metadata level. The proposed APIs are based on the OpenAPI specification to implement REST API calls that responds with JSON documents. A requirement for the EJP RD Virtual Platform is that the APIs and RDF-based FAIR data points can work together. This is achieved by grlc, a server application that converts SPARQL queries into API calls and lets users transform the API call’s response to JSON documents [7].

Figure 1. Design to implement EJP-RD API specification on top of a FAIR Data Point.
3. Results

We implemented an FDP that exposes metadata of biobank and patient registries captured by the Orphanet catalog\(^2\) and configured it to store its RDF documents in a triple store. We propose a design where the EJP RD common APIs specification is implemented on top of the FDP (Figure 1). The grlc server is used as middleware that converts EJP RD specific common API calls into SPARQL queries and the response of the SPARQL queries into JSON documents. We created a reference implementation for the “Search resource” API call\(^3\). This API call searches biobanks or patient registries for a given disease code from the Orphanet catalog’s FDP. Figure 2 shows the request URL and response for the disease code ‘Orphanet_586’ for our implementation.

![Figure 2. grlc REST API’s request URL and response to find resources for disease code ‘Orphanet_586’](image)

4. Discussion

In our work we showed how generic FAIR software solutions such as the FAIR Data Point and triple stores can be used to achieve specific findability and interoperability goals. We have presented a straightforward solution to accommodate common APIs for programmers without compromising FAIR principles. For implementors who maintain data sources FAIR at the source, implementing a common API might be a substantial overhead. With our solution to use middleware components such as grlc we show how this overhead can be reduced. A drawback in our reference implementation is that we only converted successful API call responses (http 200). Converting other API call responses such as ‘not found’ (http 404) and ‘unauthorized’ (http 401) might require further extension to the grlc server.
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\(^2\) Orphanet: catalog https://www.orpha.net/consor/cgi-bin/index.php

\(^3\) Reference implementation: http://grlc.io/api-git/rajaram5/SWAT4HCLS-hackathon-2021-ejprd-grlc
Visual Analytics in Delirium Management
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Abstract. Background: Delirium is a patient safety issue that often occurs within the population of elderly people. As delirium may be characterized by fluctuating progress, the aim of this work is to find methods to visualize the occurrence of delirium over time in different patient stays in gerontopsychiatric settings. Methods: We analyzed current data mining visualization techniques for clinical research using a delirium data set collected in a gerontopsychiatric setting. Results: We identified heatmaps and dendrograms resulting from hierarchical clustering as a suitable visualization method. Conclusion: Heat maps with hierarchical clustering are a suitable data mining tool or visualization technique to study delirium cases in the time course of patient stays.
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1. Introduction

Gerontopsychiatric wards in hospitals represent unique challenges in patient safety requirements. Delirium is one of these specific patient safety issues that often occur within the population of older people. It is associated with a massive burden to the affected people and the health care system [1,2]. Reliable risk prediction plus rapid and precise detection of cases are crucial in delirium management. Several screening instruments for detecting delirium are proposed, such as the Delirium Observation Screening Scale (DOSS) or the Confusion Assessment Method (CAM) [3]. However, their predictive ability might be limited in the psychiatric setting due to frequent side diagnoses such as dementia or depression. Therefore, in a recent study, we assessed these instruments in the gerontopsychiatric setting and used different machine learning models to analyze their predictive ability. We found that CAM clearly outperformed DOSS in the specific setting and that some of our machine learning approaches were even a notch better than CAM [4]. A very important lesson learned of our study was that a horizontal view should be taken over time in addition to the pure detection of cases, as delirium can be a fluctuating condition.

Thus, this work aimed to find a suitable method to get an overview on and visualize the onset and course of delirium in the observed patient-stays.

Corresponding Author: Dr. Werner Hackl, UMIT TIROL, Hall in Tirol, Austria E-Mail: werner.hackl@umit-tirol.at
2. Methods

We performed a literature analysis to identify current visualization techniques in clinical research. We found a very recent systematic overview of data mining visualization techniques including tables, charts, trees, maps, scatter plots, diagrams and graphs [5]. We evaluated these methods according to our requirements (i.e., visualization of time information). We used the statistical software R [7] and the gplots package for visualization.

As dataset we used the retrospectively collected data from two gerontopsychiatric wards as described in [4] (Ethical approval granted by the Ethical Committee of the Medical University of Innsbruck - EK Nr: 1032/2019). In total, 732 patient stays from 593 distinct patients were available. During these stays DOSS (n=2.423), CAM (n=2.368) and ICD-10 diagnoses of dementia (n=2.213) had been collected on a regular, weekly basis [4]. The data were pre-processed to match the results of the CAM/DOSS risk assessment surveys (yes/no/maybe) with the actual conditions according to the ICD-10 diagnosis as gold standard in the time sequence of each stay.

3. Results and Discussion

Based on the overview, we identified heatmaps as a suitable tool for visualization of delirium occurrence over time. In principle, heatmaps are tables where the color of each cell represents the magnitude of a certain value. In particular, rows represent patient-stays and columns represent the time steps. The colors of each cell represent the occurrence of delirium (yes/no) according to the gold standard or according to the result of CAM (yes/maybe/no) and DOSS (yes/no or zero to 13 points when analyzed in more granularity). The rows of the heatmaps representing patients are additionally sorted using a hierarchical clustering approach. The result of the hierarchical clustering is visualized by a dendrogram, which is a binary tree where each branch represents a cluster [6].

We could clearly identify different groups and subgroups of stays: i) stays with delirium at admission with subgroups i.1) improvement or i.2) constant condition; ii) stays were delirium occurred during the stay, with same subgroups; iii) stays without delirium cases.

Next steps will be to analyze these groups and subgroups in more detail using process mining techniques.
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Co-Designing a Primary Care Breathlessness Decision Support System: General Practitioners Requirements Analysis, Workflow Assessment and Prototype Development
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Abstract. Clinical decision support systems (CDSS) have been shown in a variety of diseases to lead to improvements in care. The aim of this study is to design a CDSS to assist GPs to assess and manage breathlessness, a highly prevalent symptom in practice. A focus group is conducted to explore the needs of general practitioners (GPs), assess current workflow to identify points for intervention and develop early prototypes for testing. Five GPs took part in the focus group elucidating 248 relevant data points which were then qualitatively analyzed using the Technology Acceptance Model as the theoretical framework. In general, there was a positive attitude towards the use of CDSS for breathlessness with various proposed features from the participants. Twelve high level workflow steps were identified with 5 as key points for intervention. Several proposed features such as reporting likelihood of causes of breathlessness in a patient, link with evidence-based recommendations, integration with clinical notes and patient education materials were translated into a prototype. Mixed-method studies are planned to assess its usability to inform subsequent iterations of the CDSS development.
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Introduction

Breathlessness defined as “a subjective experience of breathing discomfort that consists of qualitatively distinct sensations that vary in intensity”[1] is found in about 11% of Australians.[2] Changes to the biosphere and environment due to climate change[3], sequelae of respiratory infections like coronavirus disease 2019 (COVID-19), all of which negatively affects cardiopulmonary health will likely further increase the burden of breathlessness in Australia and globally. With 87.8% of Australians visiting their primary care physician at least once a year[4], most breathless patients are likely to present to primary care even when it is not their main or only presenting symptom.

The multidimensional aspect and myriad possible causes for chronic breathlessness, ranging from respiratory to cardiac to metabolic diseases, mental health and

1 Corresponding Author: Anthony Paulo Sunjaya, The George Institute for Global Health, Sydney, Australia, E-mail: asunjaya@georgeinstitute.org.au
deconditioning, create a major diagnostic challenge for this very common problem. In the primary care setting, a study of patients referred for breathlessness reported that less than 30% had a fully concordant referral diagnosis with the final diagnosis.[1] An analysis of the online British Lung Foundation Breath Test also reported that even after seeking medical advice, 58% stated that their breathlessness had not improved.[5] The researchers hypothesised that this sub-optimal care for breathlessness may be due to the underutilization of effective evidence-based interventions for breathlessness.

Clinical decision support systems (CDSS) have been shown in a variety of diseases to lead to improvements in care. Even so, the systematic review also concluded that among the trials included, usage and compliance was generally low. Furthermore, compliance with CDSS recommendations was also reported to be low.[6]

Hence, while designing a user friendly and validated CDSS is of great importance, its implementation into practice relies on how clinician end users and practices respond to the integration of a CDSS with existing workflows.[6] Understanding the needs of clinicians who will be the end-users and having them participate from the start in a co-design process will improve uptake of digital health interventions.

The aim of this phase in the development of the breathlessness algorithm and CDSS is to explore the needs among general practitioners who care for people with breathlessness. Specific aims were to understand the burden of breathlessness in their practices, current assessment pathways and points for referrals, identify the most challenging point in care, their current use of CDSS, response to using CDSS for breathlessness and development of an early CDSS prototype for further testing.

1. Methods

1.1. Participants and Data Collection

A focus group (FGD) was conducted with five general practitioners (3 males and 2 females) from varying local health districts. Exploratory open-ended questions were used to enquire about the current state and challenges in breathlessness assessment and management. Questions were specifically developed to assess what could help GPs in this field, current use of other CDSS, facilitators and barriers to use, and their openness to using a breathlessness CDSS. The discussion lasted about 90 minutes in length and was conducted in February 2018. Clinicians were invited to participate through the local primary care health network and from doctors that have previously referred patients for breathlessness to the investigator’s clinic. Average monthly prevalence of patients identifying breathlessness as a problem was between 5% to 12%. Workflow assessment was conducted using a business processes workflow diagram and prototypes developed using Balsamiq. Ethical approval was granted by the University of Sydney Human Research Ethics Committee. Informed consent forms were sent to participants prior to the FGD.

1.2. Data Analysis

The audio recording of the FGD was transcribed for analysis. Coding was performed using NVivo 12 using an approach as described by Terry et al.[7] With a focus on the intrinsic behavior intention of end users (doctors) to a CDSS, the Technology Acceptance Model (TAM) was used as framework for analysis and not others which has
substantial focus on external influences.[8] Direct quotations from participants were reported between single quotes.

2. Results

A total of 248 relevant data points was collected from the FGD. Data were analyzed into 2 main themes – perceived usefulness and perceived ease of use. We examined these themes from the view of current CDSS usage, related this to proposed features to improve the breathlessness CDSS and in brackets link this to the prototype translation.

2.1. Perceived Usefulness of a CDSS for Breathlessness

To elucidate the usefulness of a CDSS for breathlessness, we aimed to understand the current care pathways and challenges clinicians faced in practice when managing patients with breathlessness. The challenges described by GPs are summarized in Table 1.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Key points and quotes</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current practice challenges and tests</td>
<td>‘Frustrating’ ‘moving diagnosis. ’Multifactorial’ causes, ‘multimorbidity’ and ‘uncertainty’ found especially in the elderly. Common tests in practice are electrocardiography, complete blood count, spirometry and pulse oximetry.</td>
<td>Diagnosis is the most challenging component in the care spectrum and ‘most important’. Among common tests spirometry is one which they can do ‘okay’ but am ‘not an expert’.</td>
</tr>
<tr>
<td>Points for referral</td>
<td>‘Concerned patients’, ‘personal worries’, ‘severity’ and ‘length of time with symptoms’. ‘The reward for sending to a specialist is low’. ‘Compartmentalized medicine’.</td>
<td>Gut feelings described as ‘internal anxiety’ and ‘litmus test’ as driver of deciding on a diagnosis, diagnostic tests done and referral. Once diagnosis is made it becomes possible to ‘formulate a management plan’. Time needed to compare the utility of further tests.</td>
</tr>
<tr>
<td>Management</td>
<td>Issue with treatment ‘adherence’ in some patients including asthmatics. Patients often come with requests for testing after visiting ‘naturopaths’ and other alternative practitioners.</td>
<td></td>
</tr>
</tbody>
</table>

Considering diagnosis to be the main challenge, most clinicians proposed a diagnosis focused CDSS, hence our focus on the diagnosis stages in the prototype (Figure 2A-C). The clinicians mention the need of an ‘algorithm’ for breathlessness. The algorithm should help with ‘ruling things in but also ruling things out’, importantly to help cast away the organic issues that if missed ‘could kill the patient’ and lead to determination of inorganic causes like ‘deconditioning’ and ‘anxiety’. GPs could see the utility of a CDSS that can provide the ‘percentages e.g. 10% deconditioning, 10% cardiac disease etc’ and ‘chance’ for the causal disease of breathlessness in a patient (Figure 2C top). A CDSS would need to be based on the most recent ‘evidence’ with quick access to ‘guidelines’. (Figure 2D left) Whereas another clinician proposed a CDSS that can recommend the most ‘important decisions’ early on. This was translated by presenting differentials from page one of the CDSS (Figure 2A). The clinician imagined that knowing these recommendations, he would be more inclined to prioritize them over other tests especially with the time limitation in practice where consults typically last for only ‘15 minutes’. The CDSS should also guide decisions based on the patient’s ‘previous results and current results’ before recommending a ‘referral’ e.g. to a cardiologist.
Even so, one clinician pointed out that his problem with ‘pathway algorithms is that sometimes it stops you thinking’, a solution proposed for this by the group is for a CDSS that is ‘simple but takes you down a diagnostic path as opposed to trying to establish a diagnosis’. This is with a note from one clinician that this only stands true ‘till you’re absolutely certain what it is’. Additionally, when this happens, risk scores and management oriented CDSS’ can help to educate patients (Figure 2B – links to validated questionnaires).

One clinician described the usefulness of the cardiovascular (CVD) disease risk score in ‘scaring patients’ by seeing the impact of their activities on their health. Another possible use is if a CDSS can automatically provide the above ‘side-by-side comparison’ of the utility of diagnostic tests (Figure 2C). It can also be useful to provide ‘management plans’ with reference to red flags that patients need to be reminded to ‘come back sooner rather than later’ if particular symptoms appear. Another use for the CDSS in patients with inorganic causes is to provide guides on ‘how fit patients can get’ and ‘improving their conditioning’. This is currently all done manually.

2.2. Perceived Ease of Use

Individuals’ past actions have been shown to be a good reflection of their future behaviour.[9] Considering this, perceived ease of use is elucidated based on how easy or challenging it is to use current systems. Furthermore, as with usefulness, we will relate this with clinicians’ proposed features to improve ease of use.

The clinicians reported current use of a variety of CDSS tools namely the ‘CHAD score’, ‘AUSDRISK’, ‘MMSE score’, ‘DASS-21’, ‘Cervical screening flowchart’, ‘Health Tracker’, ‘FRAX score’ and ‘CVD risk calculators’. ‘Embedded’ or ‘integration’ with current electronic medical records system (EMR) is a feature reported to improve ease of use. One clinician described how she calculates CVD risk on the ‘background’ for all patients of appropriate age. Another describes CDSS automatically incorporating available data such as blood pressure and smoking to the score. Even so, integration with family history remains a caveat.

Others reported the use of more basic CDSS being ‘a set of questions you answer and get the score’. On the other hand, another clinician reported some algorithms being more ‘complicated than what he can handle’, all clinicians did concur that the CDSS must be ‘simple’ and ‘short’ to fit with practice timing constraints. CDSS use is expected to ‘save energy’ through communicating ideas simply and providing only ‘the most important points’ in an algorithm.

The clinicians proposed something ‘smaller than an algorithm’ presented on screen that ‘sums up the recommendation’ based on the history and previous results. However, it should also provide the option of seeing the ‘more complex’ ‘main algorithm’ either by ‘right clicking for further details’ or through other buttons where they can bounce between the algorithms (Figure 2D). This also addresses the need of some of the clinicians to know ‘how did they get there (the recommendation)’ before deciding whether they are to agree or disagree. Especially one of them who preferred to have ‘the computer pop the algorithm in from of me’ and make their own decisions.

In addition, information from the EMR, integration with results from equipment (e.g. spirometry) was proposed. Furthermore, all clinicians concur that ease of use would be improved if the result of the CDSS could be directly ‘incorporated into clinical notes’ and even replace ‘some of the history’. (Translated into ability to copy summary of CDSS recommendation into notes) Another idea was to incorporate patient’s self-reported
history before ‘actually going to the doctor’ as part of the system. Lastly, one clinician suggested the analogy that the CDSS should be as easy to use as ‘Google’ where asking a specific question would lead you the most relevant guidelines and answers.

2.3. Attitude and Acceptance of CDSS for Breathlessness

In general, there was a positive attitude towards the use of CDSS for breathlessness. This is especially true when a ‘diagnostic quandary’ is reached or in providing help in deciding to send patients for ‘something simple or should I escalate’. The clinicians find CDSS acts as a ‘question channel’, help ‘validate my decision’ and ‘builds confidence I am in the right ballpark’ for diagnoses that is at times made based on gut feelings.

Another aspect is the current ‘swarm’ of decision support tools, one clinician noted ‘there’s so many tools, there’s so many things’ that even when CDSS exist they are often forgotten and remain unutilized. The group suggest the use of appropriate reminders to remind clinicians that the CDSS exists.

An important aspect brought forward was whether the interventions including CDSS for breathlessness are positively affecting patients’ ‘quality of life’ and their ‘life expectancy’. Only when this is expected would one clinician said they “be open to expanding the number of patients with breathlessness they see”, translating to screening more patients for breathlessness and routine CDSS use for this diagnosis purpose.

2.4. Clinical Workflow Assessment

Using a business-processes-workflow diagram, twelve high-level steps were identified in the process of assessment and management of breathlessness by GPs based on the results of the FGD question on how breathlessness patients are currently managed in practice and reflection from the clinician members of the team. Several points for intervention identified were at history taking, reviewing patient medical records, formulating a differential and personalized management plans, patient education and reporting into clinical notes as shown in Figure 1. Currently most of the steps in the workflow are undertaken manually by clinicians and involves their own clinical judgement based on varying levels of education and personal experience.

![Figure 1. High level workflow overview and key points for CDSS intervention (green)](image)

Dx – Diagnosis, EMR – Electronic Medical Record, RFE – Reason for Encounter
2.5. CDSS Prototype based on Clinician Requirement and Proposed Features

Based on the focus group and recent review on developing successful CDSS interfaces[10], we proposed the development of an expert system with integrated information display, order facilitators and documentation support which was then prototyped. Several screens from the prototype can be viewed in Figure 2.

Figure 2. Breathlessness CDSS screen prototypes based on features proposed. 
A: High yield history suggestions; B: Prioritising key physical exams; C: Diagnosis likelihoods, diagnostic utility of tests; D: Evidence based management suggestions

3. Discussion

This early co-design with general practitioners who will be end users of the future breathlessness CDSS has provided a reflection of the current reality of breathlessness care, workflow and CDSS use in primary practice. It has also provided inputs for design of the CDSS prototype which will be tested in future mixed methods studies.

Some of the findings elucidated were similar to a recent focus group discussion conducted by Trinkley and colleagues among general practitioners to explore physicians preferred features of a CDSS. Features proposed included being clinically relevant and
providing customisable support, presentation of pertinent clinical information e.g. labs and vitals, and improving their workflow as proposed by our focus group participants.[11] Reminders to use the CDSS were another point proposed by our participants and previous studies have also reported interruptive alerts may be more effective if well-designed.[11]

The barriers to current CDSS use do not seem to be as extensive as reported from another focus group in the Netherlands among 24 primary care physicians which reported insufficient knowledge of the CDSS, irrelevant and high intensity alerts, lack of flexibility and CDSS update, effects on patient communication and additional time as well as effort to utilise it.[12] This will be further explored in our subsequent focus groups.

The utility of CDSS for educating patients on CVD risk described by clinicians is one that is also supported by existing international literature. In another study on the use of CDSS in primary care for cardiovascular disease, 18 months after CDSS implementation 98% of physicians reported the CDSS improved cardiovascular risk factor control in their patients and helped initiate cardiovascular risk discussion.[13] These results demonstrate that when doctors have tackled the learning curve post CDSS implementation, these tools can provide benefits to the patient-doctor consultation.

With 96% of general practitioners[14] in Australia using computer for clinical purposes, the use of CDSS for managing breathlessness has potential to bring great improvements in care. However, as a recent systematic review on identification and assessment of breathlessness in clinical practice which included 97 studies showed a lack of study in primary care.[15]

Previous studies on CDSSs’ effectiveness related to breathlessness have been on disease oriented systems once a diagnosis has been reached such as in patients with asthma, COPD[16] and heart failure[17] which reported improvements in outcomes and even reduce costs. However, as the focus group has shown, the clinicians want to have a precursor to such systems, one that helps in guiding them to an appropriate diagnosis before moving to more specific disease oriented CDSS.

Furthermore, the group recognised the potential benefit of a CDSS to support interpretation of simple tests – such as spirometry, where typically they report greatest difficulty. This is in line with a study which reported only 57.8% of COPD patients diagnosed in primary care having post-bronchodilator spirometry results consistent with COPD or asthma.[18] These suggest lack of confidence in interpretation although it might also relate to the recording quality, both of which can be supported by CDSS.

There were mixed views among participants on when CDSS recommendations should be provided. Previous studies by Kostopoulou et al. has shown that physicians have an emerging judgement early in the consult and that 56% of physicians remained committed to initial diagnostic leaning even after receiving conflicting cues.[19] Therefore an early CDSS as proposed by a participant might be an option to counter this diagnostic inertia and make clinicians more open to new differentials.

While this study is limited to the contexts of the participating clinicians, in general it suggests a positive attitude towards use of a breathlessness CDSS system by general practitioners. Five key points for intervention were identified and with clinician proposed features were translated into a prototype. This first iteration of the co-design process would support planning of future mixed-method studies to assess its usability to inform subsequent iterations of the CDSS development. Further studies are also planned to assess the accuracy of the expert system.
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Abstract. Telehealth services for long-term monitoring of chronically ill patients are becoming more and more common, leading to huge amounts of data collected by patients and healthcare professionals each day. While most of these data are structured, some information, especially concerning the communication between the stakeholders, is typically stored as unstructured free-texts. This paper outlines the differences in analyzing free-texts from the heart failure telehealth network HerzMobil as compared to the diabetes telehealth network DiabMemory. A total of 3,739 free-text notes from HerzMobil and 228,109 notes from DiabMemory, both written in German, were analyzed. A pre-existing, regular expression based algorithm developed for heart failure free-texts was adapted to cover also the diabetes scenario. The resulting algorithm was validated with a subset of 200 notes that were annotated by three scientists, achieving an accuracy of 92.62%. When applying the algorithm to heart failure and diabetes texts, we found various similarities but also several differences concerning the content. As a consequence, specific requirements for the algorithm were identified.
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1. Introduction

1.1. Background

A rising prevalence of chronic diseases like heart failure and diabetes mellitus is a major concern for healthcare systems, since they are not only accompanied by a high burden for the patients but also by high costs [1,2]. To counteract these medical and financial...
issues, different disease management programs were implemented in recent years. E.g., in 2012, a heart failure telehealth system called *HerzMobil* was launched in Tyrol, Austria, by the healthcare provider Tiroler Landeskrankenanstalten GmbH [3]. In 2010, a diabetes management program called *DiabMemory* was started by the Versicherungsanstalt für öffentlich Bedienstete, Eisenbahnen und Bergbau (BVAEB). Both systems are based on a telehealth platform developed by the AIT Austrian Institute of Technology [4]. In both programs, patients are equipped with a specific smartphone app for submitting data concerning their chronic disease to a backend system, where healthcare professionals review the data. While in *HerzMobil*, the focus is set on cardiac parameters such as blood pressure and heart rate [3], participants of the *DiabMemory* program primarily upload data like blood sugar values, insulin administration and their daily food intake [5]. Both systems store these data in a structured format. However, it is possible for the participants (patients and healthcare professionals) of the *HerzMobil* as well as the *DiabMemory* network, to upload additional information in free-text format. This function is used as an additional communication channel between participants. In the *HerzMobil* network, this interaction is mostly used between physicians, nurses and other healthcare professionals, whilst in the *DiabMemory* network, most free-text messages derive from the communication between patients and healthcare professionals. Since these free-texts often contain important information, analyzing them in a structured way, based on natural language processing techniques, would provide additional value.

1.2. **State-of-the-art**

The amount of unstructured clinical notes in modern healthcare systems is already very high and increases rapidly [6]. Therefore, previous studies have already made efforts towards an analysis of free-text clinical notes. A study by Hebal et al. [7] compared methods for automated and manual data extraction from clinical notes. However, the scope of this study was rather small with 149 individual notes and, additionally, these notes had to follow a specific template for the automated extraction. Another approach for analyzing clinical notes is to detect named entities by using a domain ontology [8]. Amongst other techniques it is also possible, to use systems based on Support Vector Machines or Statistic Language Modeling [9,10].

1.3. **Objectives**

In this paper, automated classification of clinical free-text notes from a heart failure telehealth network and a diabetes telehealth network are compared. The paper focuses on a) differences in the frequency of free-text categories in the two corpuses and b) on implications on the natural language processing algorithm when applying tools developed for a heart failure application to free-texts from a diabetes telehealth service.

2. **Methods**

2.1. **Corpus**

The datasets for the analysis stem from the two telehealth systems: *HerzMobil* and *DiabMemory*. The *HerzMobil* dataset contained 1,564 notes with 55,737 tokens. These
1,564 notes were tokenized so that every resulting text snippet represented a separate sentence, resulting in 3,739 notes on a sentence layer.

In the DiabMemory network, the clinical notes can be further divided into comments, which were written by the patients themselves, and feedbacks which represent a response from a physician. The physicians’ respond must not necessarily concern a patient’s free-text comment, but it can also refer to an uploaded measurement or any other issue. For the evaluation of the DiabMemory system, 71,241 comments written by patients and 156,868 free-text feedbacks from physicians were available.

The clinical notes from both systems were exclusively written in German language, which had to be considered during keyword and regular expression creation in chapter 2.3.

Ethics approval for our analyses was granted by the Ethikkommission der Medizinischen Universität Innsbruck (vote nr. AN2015-0131 35/4.2 374/5.10(4092a)) and the Niederösterreichischen Ethikkommission (vote nr. GS1-EK-4/534-2018).

2.2. Natural language processing

Our algorithm was based on an approach developed by Gruber et al. [11, 12] in 2015, based on HerzMobil notes. Adaptions of these algorithms and of the categories used for classification were applied. The final algorithm consisted of pre-processing, stemming, and filtering based on regular expressions, which are described in detail in the following. Details concerning adaptions as compared to Gruber et al. are described in chapter 3.

2.2.1. Pre-processing

Since the notes contained personal information about patients and healthcare professionals, all personal data had to be de-identified using a rule-based algorithm during preprocessing, including data like names, age, address, etc. Additionally, in order to prevent linkage of the de-identified data with telehealth data especially in case of abnormal values mentioned in the free-texts, all numeric values were masked, resulting in e.g. <Digit> km of running instead of an actual distance, or <hba1c <Digit>.

A previously developed algorithm by Wiesmueller et al. was applied to tag all notes containing time-related information like e.g. gestern (yesterday) [13]. Even though this algorithm was developed using the notes from the HerzMobil network, it was not yet available during the work by Gruber et al.

2.3. Regular expressions and keywords

A set of keywords which were analyzed by regular expressions was applied to all free-text notes. Each expression corresponded to one category. E.g., free-texts containing the word krank (sick) were classified as category state of health. The keywords for each category were stored in separate plain text files for further use in a Python algorithm.

In general, most regular expressions had the following structure

(?:\^-|s)expression(?:\-|s|$).

The enclosing expressions were start and stop parameters which escaped the expression in the case of e.g. a blank character or a new line. As compared to Gruber et al., the number of keywords was reduced by simply using the stem of a word and appending a
leading and trailing \w\*. An example, where this technique was useful, is the expression (?:^\|\s)\w*schlecht\w*(?:\s|$). This single expression covered all cases of schlecht (bad), schlechter (worse), verschlechtern (worsen), Verschlechterung (worsening), etc.

2.4. Filter process

A Python\(^2\) script was developed to analyze the notes. Therefore, all the prebuilt keyword files were transformed into a Python list object, in which each element represented an expression. Python’s own library for regular expressions was used to filter the input notes. Afterwards, the results for each individual note were aggregated and grouped by patients and physicians, based on each note’s sender and recipient ID, respectively.

To normalize the results for each participant, the overall number of free-text elements for each category were subsequently divided by the overall number of free-text elements of the respective participant.

2.4.1. Classification

We slightly adapted the 28 classes used by Gruber et al. and merged similar classes, leading to a smaller set of ten different categories as described in Table 1.

The developed regular expressions categorized each of the free-text elements into none, one or more of these categories.

Table 1 – Categories used for classifying the free-text elements, including short name, description, some examples and the number of keywords that were used in the regular expressions.

<table>
<thead>
<tr>
<th>Short name</th>
<th>Description</th>
<th>Example</th>
<th>Number of keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>State of health</td>
<td>Physical and mental well-being, pain, illness, etc.</td>
<td>Had a headache today.</td>
<td>91</td>
</tr>
<tr>
<td>Measurements</td>
<td>Measurements of physical activities and vital parameters</td>
<td><em>DIGIT</em> km</td>
<td>10</td>
</tr>
<tr>
<td>Nutrition</td>
<td>Meals, food/drink intake</td>
<td>Had bread and ham for breakfast.</td>
<td>42</td>
</tr>
<tr>
<td>Activities</td>
<td>Physical activities, chores, errands</td>
<td><em>DIGIT</em> h cycling</td>
<td>34</td>
</tr>
<tr>
<td>Medication</td>
<td>Medication and medication forms (pills, capsules, etc.)</td>
<td>Insulin injected at 10 pm.</td>
<td>245</td>
</tr>
<tr>
<td>Technical issues</td>
<td>Technical malfunctions/outages, test messages and phone-related notes</td>
<td>I could not transmit my measurements.</td>
<td>26</td>
</tr>
<tr>
<td>Medical appointment</td>
<td>Stationary and ambulatory visits at hospitals, rehab-institutes, physicians, etc.</td>
<td>I am going to be at the hospital next week.</td>
<td>11</td>
</tr>
<tr>
<td>Absence</td>
<td>Vacations and travelling</td>
<td>I am going abroad for two weeks.</td>
<td>6</td>
</tr>
<tr>
<td>Relatives</td>
<td>Relatives, their activities and visits</td>
<td>Yesterday was my daughter’s birthday.</td>
<td>22</td>
</tr>
<tr>
<td>Timestamps</td>
<td>Time-related information</td>
<td>Today, tomorrow, at 10 pm, on Monday…</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^2\) http://www.python.org
2.5. Statistical analyses and evaluation

2.5.1. Reference annotation and validation

To validate our algorithm, a sample of 200 free-text notes were randomly selected from the DiabMemory dataset. These 200 notes consisted of an equal amount of 100 comments from the patients to the healthcare professionals and 100 feedbacks from the healthcare professionals to the patients. An annotation guideline was developed and provided, based on which three scientists independently annotated the whole set of 200 notes, resulting in three annotations per note. These annotators already had experience with classification of free-text clinical notes. The inter-annotator reliability was calculated via the Fleiss' kappa measure which is part of Python's numpy library [14]. After the first annotation phase, divergent notes were analyzed jointly by the three annotators and an update of the guidelines was made to be more specific even in case of unclear free-text classifications. Afterwards, one of the three annotators applied the finale guideline on the in-sample set of 200 notes to create a gold standard, which was used for validating our algorithm.

2.5.2. Comparison of diabetes and heart failure free-text elements

The number and ratio of free-text elements per category as achieved for the HerzMobil and the DiabMemory corpus were compared with one another. The results of this comparison are depicted in chapter 3.3.

3. Results

3.1. Adaptions of the algorithm

During the development of the DiabMemory algorithm, two major differences between the HerzMobil and the DiabMemory system were identified. The first important difference was the origin of the notes. Whilst both datasets originated from a telehealth system, the HerzMobil notes were used for communication between various healthcare professionals like physicians and nurses. In DiabMemory, however, a healthcare professional directly communicated with the patient, which might have resulted in more inexpertly and personal expressions and conversations.

The second aspect was the different nature of the diseases heart failure and diabetes. Even though the cores of the algorithms were similar, some keyword categories had to be extended or changed, to fit the profile of both diseases. Nutrition is, for example, a very important aspect in the management of diabetes and, therefore, the nutrition-related keywords were vastly extended. Instead of the initially eight words from Gruber et al., the final dictionary for the DiabMemory system had 42 expressions for the nutrition category.

The list of medications had to be extended as well. Diabetes patients need different medication than heat failure patients, which had to be considered during the creation of the keywords. Insulin was especially important, since it is one of the most important medications of patients with diabetes. Activity-related notes represented an entirely new category. Since physical activities are a key factor in the management of diabetes, it was necessary to filter end extract this information. The importance of this category is also reflected by its relative frequency of 16.53% as shown in Table 3.
3.2. Statistical analyses and evaluation

3.2.1. Inter-observer-variability

The inter-observer-variability of the three annotators for the subset of DiabMemory notes was calculated based on the annotations prior the annotation guideline update. Based on Feiss’ kappa [15], a slight agreement was identified (Fleiss’ kappa = 0.017). The comparison of the results of each individual annotator with the gold standard resulted in an accuracy of 91.95%, 90.65% and 87.58%, respectively.

3.2.2. Accuracy of the analyzing algorithm for DiabMemory

To calculate the accuracy of the newly developed algorithm for DiabMemory, the manually annotated gold standard was compared to the results of the Python script. Using the previously annotated set of 200 notes resulted in an accuracy of 92.62% for the automated extraction algorithm.

<table>
<thead>
<tr>
<th>Table 2.</th>
<th>Contingency table as achieved for 200 notes, each of which could be positive or negative according to the ten categories, leading to 2,000 decisions as a whole.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive (Annotation)</td>
<td>Negative (Annotation)</td>
</tr>
<tr>
<td>Positive (Algorithm)</td>
<td>150</td>
</tr>
<tr>
<td>Negative (Algorithm)</td>
<td>112</td>
</tr>
<tr>
<td>Total</td>
<td>262</td>
</tr>
</tbody>
</table>

3.3. Comparing the relative frequency of categories

Table 3 shows the relative frequency of specific categories normalized by the overall number of notes.

<table>
<thead>
<tr>
<th>Table 3.</th>
<th>The relative frequency of notes per category for the HerzMobil and DiabMemory system in percent. Note: Relative frequencies do not sum up to 100 %, since 0, 1 or &gt;1 categories can be applied to each note.</th>
</tr>
</thead>
<tbody>
<tr>
<td>State of health</td>
<td>HerzMobil</td>
</tr>
<tr>
<td>Measurements</td>
<td>15.97</td>
</tr>
<tr>
<td>Nutrition</td>
<td>5.64</td>
</tr>
<tr>
<td>Activities</td>
<td>5.03</td>
</tr>
<tr>
<td>Medication</td>
<td>38.05</td>
</tr>
<tr>
<td>Technical Comments</td>
<td>31.15</td>
</tr>
<tr>
<td>Medical appointment</td>
<td>22.90</td>
</tr>
<tr>
<td>Absence</td>
<td>4.09</td>
</tr>
<tr>
<td>Relatives</td>
<td>5.63</td>
</tr>
<tr>
<td>Time references</td>
<td>63.14</td>
</tr>
</tbody>
</table>

4. Discussion

When trying to apply natural language processing methods developed within the HerzMobil telehealth program for heart failure patients on data from the DiabMemory diabetes monitoring program, we identified that several adaptions were required. These adaptions primarily related to the different focuses addressed in the two programs, i.e. hospital stays, medication adaptions, etc. for the (rather severely ill) heart failure patients, as compared to nutrition, physical activities, and vital parameters for the diabetes patients.
Although some of the differences identified related to the different type of communication (heart failure: between healthcare professionals, diabetes: patient to healthcare professionals), this effect had less influence than the different focus of the diseases.

All categories except three show higher frequencies in the HerzMobil notes than in the DiabMemory notes. This is because HerzMobil notes tend to be longer and, therefore, it is more likely for one note to have multiple categories. The three categories measurements, nutrition and activity seem to be of great importance for diabetes patients, since they are more common in the DiabMemory notes than in HerzMobil.

The inter-observer-variability with a Fleiss’ Kappa result of 0.017 in between the three annotators shows, that annotating clinical notes is, in some cases, not quite clear and the annotator has room for interpretations. Comparing the accuracy of the three annotators with the newly developed algorithm shows, that the algorithm works with a slightly higher accuracy, even though the reference annotations significantly influenced the golden standard. However, since the annotation guidelines were adapted after the results used to calculate the inter-observer-variability and prior finalizing the golden standard, inter-observer-variability must be interpreted with care.

State of health is a very common category in HerzMobil as well as in DiabMemory. However, due to the nature of the keywords from Gruber et al., this category is predestined to contain false-positive results. Due to the very general expressions like gut (good/well), phrases which have no relation to the state of health might be considered as relevant. For example, the common greeting phrase Guten Morgen (Good morning) would be considered as a state of health expression. This is probably the reason for the high relative frequencies of 37.26% and 25.33% for the respective systems.

The difference in the number of medication-related notes between HerzMobil and DiabMemory might be explained by the origin of the notes. In an expert-to-expert communication like in HerzMobil, it is apparently more common to talk about the patient’s medication, whilst in a patient to physician communication, the medication is a less frequent topic. Similarly, the rate of activity-related notes might be higher in DiabMemory because activities are not so much in the focus of the healthcare professionals (as compared to the patients), although activities are known to have a huge impact on the outcome in both, heart failure and diabetes management.

Due to the large number of 228,109 available notes, using an in-sample set of notes for the evaluation should have a neglectable impact on the results of this paper.

4.1. Outlook

Up to now, we have applied our classification algorithm to the telehealth data retrospectively, to structure the information included in the free-text clinical notes. These analyses have already helped us and will further help us to identify, which important information need to be recorded in a structured way.

Currently, we apply various machine learning and artificial intelligence algorithms to the data derived within our telehealth services to predict events like hospitalizations or dropouts. As a next step, we will include not only structured data, but also the classes derived from the free-text data in these models, which might further improve the model accuracy.
5. Conclusion

Structuring free-text notes from telehealth services via natural language processing methods provides valuable information, which can complement structured data. Even though methods derived for a specific telehealth program can be a good starting point for analyzing data from other programs, various adaptions might be necessary, especially regarding disease specific aspects.
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